
Place-based accentedness ratings don’t predict sensitivity to
regional features

Abstract: When we ask what linguistic variation language users are aware of, we’re typi-

cally asking whether and how the sociolinguistic patterns observed in one activity (most

commonly linguistic production) are reflected in other activities (most often social percep-

tion or explicit verbal commentary). Under the triumvirate presented by Labov (1972), for

example, language users are most aware of a variable and its indexical meaning when they

verbally report patterns that resemble linguist-documented production patterns and more

moderately aware when their social perception patterns do so but their verbal reports do

not.

This integration of disparate cross-activity patterns into a single dimension of aware-

ness is largely driven by a flawed cognitive model that presupposes a conscious/unconscious

distinction unsupported in current cognitive psychology theories (Evans, 2008). A more ef-

fective approach takes a theoretical step back for the moment, asking more basic questions

about how analogous sociolinguistic meanings relate across activities. In this paper I do so

by asking whether explicit verbal reports and speaker evaluations of accentedness in Ohio,

already known to match in terms of content, correlate in strength across individual lan-

guage users.

1106 participants listened to Ohio talkers reading word lists featuring tokens of either

TRAP, DRESS, LOT or GOOSE and rated each talker’s accentedness. Subsequently, they

rated the accentedness of northwest, northeast, central, southwest, southeast, and rural

Ohio and cities in Ohio. Both the place-based task and the speaker evaluation task showed
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the expected main effects: southern and rural Ohio were rated as the most accented, fol-

lowed by northern Ohio, then lastly cities in Ohio and central Ohio as least accented. The

verbal guise task showed that each vocalic variable showed an acoustic center, correspond-

ing to the distribution mode, deemed least accented, with ratings increasing with distance

from that point. Crucially, however, these two types of effects had no correlation across

participants. In other words, those most likely to describe northern Ohio as accented ex-

hibited neither a stronger nor weaker effect of northern features in their speaker evaluation

responses.

These results suggest that place-based accentedness beliefs circulate independently

of feature-based perceptions. While nonlinguist reports of personal experience serve an

important role of marking a register as more limited in circulation, they do not reflect an

accurate account of how individual language users develop their attitudinal models. Cog-

nitively, this supports the existing small but so far consistent evidence (Campbell-Kibler,

2012b; Austen, 2020; Campbell-Kibler, 2021) suggesting that indexical relationships are

learned and used independently across the systems underlying linguistic activities. For

awareness studies, this moves us further from a unidimensional metric towards examining

different systems independently.

1 Introduction

The study of awareness and control in sociolinguistic variation has focused on two primary

types of task difference: behavior within the same task (e.g. language production) across
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theorized differences in attention and behavior across different tasks (e.g. language per-

ception vs. social perception). These two areas of difference have typically been concep-

tualized as together falling along a single continuum of “less” vs. “more” awareness, with

processing of the former assigned to the grammar and of the latter to the sociolinguistic

monitor (Labov, 1993).

In [self-reference omitted], I argue that the sociolinguistic monitor is unable to cap-

ture the range of sociolinguistic behavior documented in the field and further is unneces-

sary, as the patterns can instead be captured by sociolinguistically aware conceptualiza-

tions of the grammar, the person perception system and self-regulation systems, among

other independently motivated cognitive constructs. Under this approach, the key ques-

tions concern the relationships between language features and other social structures across

activities, without assuming a priori that they can be aligned into a single dimension.

In [self-reference omitted], I took up this question with respect to correlations in the

strength of indexical link effects between /s/ and masculinity across three different soci-

olinguistic tasks (language production, language perception and social perception) and

found no such correlations, despite the robust presence of the same language form-social

structure link across all three. This lack of effect, along with a similar lack in Campbell-

Kibler (2012b) and Austen (2020), suggests that the cognitive representations underlying

the indexical effects in each case may be learned and/or stored independently, despite the

similarity in their semiotic content.

In the current study I take an analogous approach to social perception and stated
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language ideologies, traditionally termed overt and covert language attitudes in the liter-

ature. Based on existing work we know that these are often similar in content but need

not be (Kristiansen, 2010). What we do not know is whether and to what extent they are

learned and stored together. The frequent similarities might indicate that they are, but

such work typically focuses on well-established and widespread registers, meaning that

such similarity may be caused by mutual reinforcement at the interactional and societal

levels, rather than any cognitive connection. Conversely, Kristiansen’s documentation of

divergence might indicate a lack of connection, but could also plausibly be attributed to

social desirability effects. Kristiansen found that participants explicitly reported more pos-

itive attitudes to their own region’s variety than were reflected in the covert task, making

it difficult to rule out regional pride or other desirability as a factor..

To get more directly at the relationship between the two types of task, I do not ask

about the social content of the attitudes captured, but rather whether the responses in the

overt task correlate with increased feature sensitivity in the covert. Put more concretely,

do people who report perceiving an accent in the speech of a given place show greater sen-

sitivity to the individual features common to that place? Answering this question will help

us the strength of connection between the two kinds of knowledge. If we do see correla-

tions, they could be due to overlap in the knowledge accessed by the two tasks or to com-

monalities in the learning process. If we do not, this suggests that the knowledge accessed

by the two tasks may be both learned and stored independently.
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2 Awareness in sociolinguistic variation

As discussed in the introduction to this special issue, sociolinguistic variation research has

been plagued for decades with confusion and vagueness over the term “awareness”. This

terminological confusion stems from a more profound lack of clarity about the nature of

different types cognitive processing and what aspects of that processing underlie different

types of sociolinguistic behavior. The importance of awareness in the field stems from one

of the original key insights, namely that people exhibit seemingly different sociolinguistic

attitudes, associations and preferences depending on the specific behavior being observed.

Language users excoriate features that they themselves produce, sometimes while also

denying their use of them (Labov, 1966). Situational variation, while often attributable

to topic, interlocutor or social goals (e.g. Rickford & McNair-Knox, 1994; Hay, Jannedy

& Mendoza-Denton, 1999; Podesva, 2007), also has components that seem tied to mix of

processing systems, such as effects of fatigue or intoxication (Labov, 1966). Sharma & Mc-

Carthy (2018) have more recently provided direct evidence that attention is an ingredient

in situational variation.

Labov (1972, 1993, 2010) has been the primary theorist to spell out the specifics of

a model capturing these differences, aligning different types of behavior (and sociolinguis-

tic variables relating to such behaviors) along a continuum of less to more awareness or

classifying them as above vs. below the level of consciousness. He proposed two distinct

cognitive modules, the grammar on the one hand, which operates below the level of con-

sciousness and the sociolinguistic monitor, which operates above. Such a divide positions
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most linguistic processing (such as phonological assimilation) as unconscious or outside

of awareness, while most social processing (such as altering language forms in response

to changes in social context) are positioned above it. This divide has been challenged by

evidence that quite detailed aspects of linguistic processing can be influenced by extralin-

guistic information such as physical setting (Hay, Podlubny, Drager & McAuliffe, 2017)

or perceptions of gender (Strand, 1999). It is also brought into question by evidence from

other fields that cognitive processing generally cannot be successfully divided into more vs.

less conscious structures (Evans, 2008). With that caution in mind, it does seem to be the

case that sociolinguistic behavior (and human behavior generally) is supported by multiple

interacting systems with different characteristics (Amodio, 2019), making the modelling

task a complex one.

Those interested in awareness in variation are thus left with the challenge of having

an intuitively interesting set of questions but lacking effective theoretical structures with

which to guide our investigations. In [self-reference omitted] I argue that sociolinguistic-

specific structures are unnecessary and that modeling should be behavior-based and draw

on independently motivated processes. Our model of language production and perception

must capture language users’ ability to shift minute and complex features in response to

complex social context, including external cues (Hay et al., 2017), pragmatic factors like

referents (Hay et al., 1999) and a language user’s own immediate (Podesva, 2007, 2011)

and long-term goals (Eckert, 2000; Gordon, 2001). It must also capture limitations such as

the challenges language users face when confronted with unfamiliar language patterns or
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when fatigue or inattention causes them to produce forms counter to their sociolinguistic

goals (Labov, 1966; Sharma & McCarthy, 2018). Our model of person perception (Asch,

1946) must capture perceivers’ ability to incorporate highly detailed linguistic informa-

tion (Campbell-Kibler, 2007), including structures unavailable to introspective awareness

(De, 2017). It must also capture their inability to access all of the linguistic structures

that their grammatical processing is capable of using (Labov, 1993; Austen, 2020). Our

model of introspectively available language beliefs must capture their complexity and flu-

idity, as well as the aspects of other processing they lack access to. And our models of all

of these must capture where they do and do not appear to overlap, correlate or depend on

the same stored information.

To tackle one aspect of this question, here I ask how place-based accent ratings and

speaker evaluation accent ratings are learned and stored. As in [self-reference omitted], my

goal is to look for correlations across individuals between two different tasks that might

plausibly depend on the same knowledge, or on different knowledge representations learned

at the same time. A correlation across tasks would suggest that at least one of these is

true, while a lack of correlation would be evidence against both.

We have known for a few decades that “overt” and “covert” language attitudes do

not always match in terms of the social content of the evaluations (Kristiansen, 2010), but

little more about their relationship. For well-established registers, in Agha’s (2007) sense,

we typically see convergence. For example, covert attitudes studies of British regional

dialects tend to show results coinciding with metalinguistic commentary (Strongman &
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Woosley, 1967; Giles, 1971), while the differences so far documented appear to be primar-

ily instances of competing ideological systems clashing (e.g. local pride vs. country-wide

semiotics in Kristiansen’s results).

I look at three regionally-linked registers with differing levels of circulation (Agha,

2007), namely those associated with southern, northern, and central Ohio. Southern Ohio

is widely regarded within the state as part of the south1 and/or subject to linguistic con-

tamination coming across the Kentucky and West Virginia borders (Campbell-Kibler,

2012a). This link to the strongest regionally defined register in the US (Preston, 1997)

makes southern Ohio the most strongly defined “accented” register in Ohio a position

that, as we will see in the results below, is still at most moderately accented. Northern

Ohio is more controversial, with roughly one third of northern Ohioans and two thirds of

central Ohioans marking it as differing in some way from an imagined accent-free norm

(Campbell-Kibler & Bauer, 2015). Finally, central Ohio is the area most widely regarded

by Ohioans as normative and/or accent-free (Benson, 2005; Campbell-Kibler, 2012a; Campbell-

Kibler & Bauer, 2015).

These differences make the varieties ideal for asking whether place-based language be-

liefs and person perception correlate with one another across perceivers and whether the

range of circulation for the register mediates such a correlation. Nonlinguists frequently re-

port limited-circulation registers in terms of personal exposure, relaying that their knowl-

edge of the variety’s distinction comes from a friend or a relative from the area, whose dis-

1This characterization is not always shared elsewhere in the country, as evidenced by a Texan I once
met who, living in the northern Midwest, was startled by an Ohioan expressing delight at meeting “some-
one else from the South.”
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tinctive speech alerted them to the traits of the area (Campbell-Kibler, 2012a). Johnstone,

Andrus & Danielson (2006) report a similar trajectory in the enregisterment of Pittsburgh-

ese as a variety, hypothesizing that young former residents, economically driven out of

Pittsburgh, were put in contact with other varieties, causing moments of sociolinguistic

noticing that led to the formation of a regionally-linked register. In this model of the pro-

cess, direct exposure to language variation is a key ingredient in register formation and we

would expect the links between places, language features and social qualities to grow to-

gether. It is also possible, however, that beliefs about the linguistic qualities of a particu-

lar place and the development of linguistic-social linkages in the person perception system

proceed independently. In this model, we might imagine that the two types of knowledge

circulate separately as independent registers, which may or may not be integrated in the

event that they become more widespread.

The current study tests this hypothesis by looking for correlations between the two

types of knowledge across perceivers. If we find one, that suggests that either the place-

linked beliefs and the person perception patterns are learned together, that they depend

on the same knowledge or both. If not, it suggests that, at least for limited-circulation reg-

isters, the two types of knowledge can spread and be learned independently.

3 Ohio Dialectology and Perceptual Dialectology

Ohio is positioned centrally across several major dialect boundaries. The northern parts

of the state are typically grouped with other Great Lakes areas (Carver, 1987; Linn, 1990;
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Davis & Houck, 1995) in a region I’ll follow Labov, Ash & Boberg (2006) (hereafter ANAE)

in calling the Inland North. The central areas fall into ANAE’s Midland. The large lin-

guistic differences between the Midland and Inland North are well documented, including

the persistence of a relatively abrupt geographic boundary at what once was the southern

border of the western reserve (Thomas, 2010). The extent of encroachment of the south

into Ohio is a matter of disagreement, with ANAE including only the barest corner of the

state in their South isogloss while Flanigan (2000, 2005) argues that southern features ex-

tend well into the state.

The perceptual dialectological landscape of Ohio is quite different from the linguis-

tically documented one, however. Nonlinguists are more confident about the prevalence

of southern features within the state, conceptualizing southerness as a contagious element

spread through contact with states to the south (Campbell-Kibler, 2012a). Ohio’s geo-

graphic position and history prompt conflict with this observation for some, leading to

commentary on the incongruity or inappropriateness of the presence of southern features

in the state (Campbell-Kibler & Torelli, 2013).

Conversely, the Inland North vs. Midland boundary, so clear to linguists, is only vari-

ably recognized by others. Campbell-Kibler & Bauer (2015) found that roughly a third

of Ohioans reported perceiving no difference between the speech of central and northern

Ohio. Among those who did report a difference, the central Ohioans unanimously char-

acterized the north as the marked variety, though most of them were reluctant to classify

it as accented, preferring to characterize northerners in more idiosyncratic terms as hav-
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ing quirks or mannerisms. Northern Ohioans themselves were even more reluctant to la-

bel their speech as accented, with half those marking a difference between northern and

central Ohio casting central Ohio as the divergent speech type rather than the north and

some including the area within the southern accent.

In order to test the relationship between language beliefs and person perception, five

place descriptions and five language features were identified. While previous work on Ohio

perceptions showed a primary three way split between north, central and south, some par-

ticipants indicated distinctions between the northwest and northeast or the southwest and

southeast. In addition, many indicated that rural and urban Ohio were distinct from else-

where (Campbell-Kibler, 2012a). Accordingly, the place-based evaluations asked for accent

ratings of northeast Ohio, northwest Ohio, central Ohio, southeast Ohio, southwest Ohio,

rural Ohio and cities in Ohio.

Speaker evaluation stimuli representing the Inland North/Midland boundary were

prepared that varied in fronting of the lot2 vowel, in the fronting and raising and/or

diphthongization of trap/bath and the backing and/or lowering of dress. These are

three elements considered typical of the Northern Cities Shift, one of the key markers of

the Inland North. Of them, trap/bath in particular has been observed to attract the

highest levels of metalinguistic commentary within the state (Campbell-Kibler, 2012a;

Campbell-Kibler & Bauer, 2015) and elsewhere, even to the point of triggering retrac-

tion of the feature through time (D’Onofrio & Benheim, 2020; Nesbitt, 2018, 2021). Of

the three, then, we might most expect a correlation between sensitivity to this feature and

2The word classes developed by Wells (1982) will be used throughout.
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perceptions of the north. goose fronting is also included, as a feature that has sometimes

been documented as differing between the two varieties, with ANAE noting that “a few

sections of the north (p. 133)” are the only holdouts resisting the widespread phenomenon.

It has been proposed however, that goose fronting has different types, prominently

differentiated by degree of diphthongization. Accordingly, a diphthong measure of the

goose tokens was also included as a potential correlate with southern perceptions. Sec-

ond, the distance between pre-nasal and non-pre-nasal dress was calculated for each dress

stimulus, as a way to capture reactions to the pin/pen merger.

4 Methods

4.1 Stimuli

One methodological goal of this study was to explore the usefulness of large-scale stimuli

pools for verbal guise studies. Verbal guise studies (Pear, 1931) are traditionally carried

out with very small numbers of talkers, risking confounds stemming from perceptions of

the talkers themselves over the varieties they are intended to represent (Lee, 1971; Levon,

Sharma, Watt, Cardoso & Ye, 2021). Typically these dangers have been addressed through

the use of matched guise studies, but these present their own challenges in ensuring con-

trol and they also typically use small numbers of language producers per guise. The cur-

rent study takes a different approach, using a very large corpus of read speech to construct

a verbal guise experiment on large numbers of stimuli.
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Stimuli were taken from a separate project collecting recorded speech data from stu-

dents at Ohio State University (Wanjema, Carmichael, Walker & Campbell-Kibler, 2013).

This project yielded recorded speech of many students reading a limited set of word lists,

in recordings of highly variable quality. From this corpus, speakers were selected who fit

the criteria of female, white, between the ages of 18 and 25 and having lived the years be-

tween 6 and 17 in the same town within Ohio and whose recordings were clear and noise

free. The age, gender and race limitations are due to seeking homogeneity in these re-

spects and selecting the population that were best represented in the corpus.

For these speakers, all of the word list tokens from their recordings were selected

for the vowel classes trap, dress, lot and goose, each extracted into a distinct stim-

ulus for each talker. Each stimulus consisted of a single talker saying between two and

seven words featuring the same stressed vowel. Most but not all of the words featured

were monosyllabic. Appendix 8 lists the words represented in the stimuli for each vowel

class. Because these were based on availability in a corpus built for other reasons, they are

not well balanced, and the data will provide little insight into linguistic constraints on the

perception of accent in these variables.

4.2 Procedure

Data for this study were collected at the Language Pod, a linguistics lab embedded in the

science museum COSI, in downtown Columbus. Museum visitors were approached and

asked if they were willing to participate in a research study about accents. Those that
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agreed were taken into the lab and seated as a group in a small conference room around a

table. All people present were offered a response sheet, including children below the age of

nine. During the consent process, in addition to the standard required information, partic-

ipants were told that they could withdraw their consent for research at the end of the ses-

sion by destroying their response sheet or taking it away with them. Only response sheets

left at the end of the session from participants nine years of age or above were included in

the study.

Participants were then told that they would hear a series of recordings, each featur-

ing a speaker saying several words, all with the same vowel in them. Response sheets fea-

tured 15 lines, labeled “Not at all accented” to “Very accented”. Participants were asked

to make a mark on each line corresponding indicating how accented they perceived the

correspondingspeaker to be. After rating all 15 speakers, participants were asked to turn

their response sheets over. The reverse side had demographic questions and the percep-

tual dialectology task, shown in Figure 1. Participants were asked for their age, gender,

racial/ethnic identification, their regional history and whether they had been speaking En-

glish since prior to five years of age. The perceptual dialectology task presented partici-

pants with seven place descriptions: central Ohio, northeast Ohio, northwest Ohio, south-

east Ohio, southwest Ohio, cities in Ohio and rural Ohio. The rating task for the place

names and for the speaker evaluations were designed to be as similar as possible.
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2012B0213 (KC071013) 
 
How old are you?  ______ 
 
Are you:   _____male   ______female  _______both/neither 
 
Where have you lived? (City, State, ages) 
 
 
 
What race(s) or ethnicit(y/ies) do you identify with? 
 
 
Have you been speaking English since you were less than 5 years old?   
 
____Yes  ___No 
 
Based on your impressions, how accented, generally speaking, is the speech in each of 
the following areas? 
 
Not at all accented               Very accented 
 

central Ohio 

 
 

northeast Ohio 

 
 

northwest Ohio 

 
 

southeast Ohio 

 
 

southwest Ohio 

 
 

cities in Ohio 

 
 

rural Ohio 

Figure 1: Second page of response sheet, demographics and place-based ratings
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4.3 Participants

Out of 17,475 trials, 5.2% of the data were excluded: trials were excluded for all partici-

pants in the session due to technical problems playing the sound file, children needing at-

tention, or adults distracting other participants, while participants were excluded if they

had learned English after the age of 5, had self-reported hearing loss, or appeared to be

heavily intoxicated during the session, in all cases due to a concern that they might sys-

tematically differ from other participants on both tasks, thereby introducing a confounding

correlation.

This left 16,560 trials from 1106 participants, with a mean age of 25.5 and standard

deviation of 14.3 years. Of these, 632 were female, 469 were male, 4 identified as neither

and 1 did not indicate their gender. 842 self-identified as white, 68 as multiracial, 37 as

Black, 21 as Asian, 9 as Latino, 3 as Middle Eastern and one as Native American. 125 de-

clined to give their racial/ethnic identification or misunderstood the question.3 Regional

classifications were made in three distinct systems, based on residential history in Ohio,in

the Inland North and in the South.

4.4 Analysis

Response sheets were analyzed using a user-driven computer vision script written in Python,

while demographic information was entered by hand. Place-based ratings approximated

normal distributions and were analyzed untransformed. Participant regional history was

3A number of participants appeared to interpret our phrasing to ask what races or ethnicities they were
not prejudiced against, offering responses that they got along with everyone.
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tested as a potential predictor, using linear regression models and testing only the relevant

predictor for the area (e.g. experience living in northern Ohio as a predictor for ratings of

northern Ohio). Gender and age were tested as predictors for all ratings.

The speaker evaluation ratings for each vowel class were heavily right skewed, so the

scale, originally 0-100, was divided by 100 then logit transformed to better approximate

a normal distribution. A linear mixed effects regression model was fit to the transformed

values.

One model was fit to the entire speaker evaluation data set, testing age, gender, re-

gional background and perceptual dialectology responses as overall predictors to the speaker

evaluation ratings. Then the evaluation data were divided into responses to each vowel

class and each acoustic characteristic was tested as a potential predictor of accentedness

along with the relevant regional background and perceptual dialectology response and the

interaction between the acoustic feature and each of these. In addition to the typical lin-

ear predictor, the square of the acoustic measure was tested for inclusion in the model,

in order to capture the possibility that a particular point or range of the production was

seen as less accented, with ratings increasing in both directions from there. As with the

place-based ratings, participant regional background was tested, but only the background

relevant to the specific acoustic feature examined.
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5 Results

5.1 Region perceptions

The ratings for each named region are given in Figure 2 and the correlations across the

places are given in Table 1. Place categories were grouped into three categories: cities in

Figure 2: Accented ratings for named Ohio places.

northwest southeast southwest rural cities central
northeast 0.57 0.29 0.17 0.28 0.30 0.30
northwest 0.26 0.28 0.28 0.37 0.30
southeast 0.60 0.46 0.29 0.20
southwest 0.36 0.31 0.23
rural 0.22 0.20
cities 0.46

Table 1: Accented ratings for named Ohio places.

Ohio and central Ohio, northeast and northwest Ohio, and southeast, southwest and ru-

ral Ohio. Each of the three combined ratings were modeled testing listener age, how much

18



they lived in Ohio, a lifelong metric for living in the relevant dialect area and a childhood-

specific metric for the relevant dialect area within Ohio. Thus for northern ratings, the

predictors were age, childhood residence in northern Ohio (none, any, all) and lifetime res-

idence in the Inland North (none, Ohio only, non-Ohio only, both). The childhood resi-

dence metric for southern Ohio distinguished those who had only lived in Cincinnati from

those living elsewhere in southern Ohio. For central Ohio, only a childhood metric was

tested, as no Midland residence history was calculated, as it was not clear which varieties

to include for the current purposes.

Estimate Std. Error t value Pr(>|t|)
(Intercept) 42.8242 1.2601 33.99 0.0000

any childhood in north OH -25.6573 14.6043 -1.76 0.0796
all childhood in north OH -12.1798 3.0099 -4.05 0.0001

Table 2: Linear model for accented ratings of northern Ohio

Estimate Std. Error t value Pr(>|t|)
(Intercept) 52.6644 1.2505 42.12 0.0000

any childhood in south OH 16.4240 8.3560 1.97 0.0499
all childhood in south OH 0.2455 2.5540 0.10 0.9235

childhood in Cincinnati -14.2576 4.2473 -3.36 0.0009
never lived in Ohio 11.1691 11.0102 1.01 0.3109

lived in Ohio and elsewhere 8.3139 3.3229 2.50 0.0127
lived internationally -9.2209 8.9987 -1.02 0.3060

Table 3: Linear model for accented ratings of southern and rural Ohio

Estimate Std. Error t value Pr(>|t|)
(Intercept) 28.9143 0.7501 38.55 0.0000

Table 4: Linear model for accented ratings of central and urban Ohio

These analyses indicated that regional history, particularly from childhood, does in-

fluence perceptual dialectology. Those who spent their whole childhood in northern Ohio
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gave the area lower accentedness ratings than others. Conversely, spending some (but not

all) of one’s childhood in southern Ohio lead to greater accentedness ratings for the area,

as compared to those who never lived there during childhood. When including adult re-

gional history, those who lived in and out of Ohio giving higher accentedness ratings to

southern Ohio, as compared to those who lived all of their lives in the state. No regional

or demographic factors influenced perceptions of central Ohio.

In additional to the pre-planned models, a post-hoc set of models tested learning ef-

fects. During the descriptive phase of analysis, the data suggested that children, adoles-

cents and even young adults did not distinguish the regions as much as adults, as shown

in Figure 3. Accordingly, we fit models to only data from participants under 25 years of

Figure 3: Accented ratings for named Ohio places.

age, re-testing age along with whichever predictors had proved significant in the original

models. Ratings of northern Ohio showed no effect of age (β = 0.17; p = 0.528), but those
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for the central and cities assessment and the southern and rural rating showed significant

effects, in the directions indicated in Figure 3: children learn to view central Ohio as less

accented and southern Ohio as more accented as they grow (β = -0.81; p < 0.001 and β =

0.64; p = 0.011 respectively).

5.2 Speaker evaluation

The overall model tested regional background and perceptual dialectology as predictors for

all the speaker evaluation stimuli across vowel class. It showed lower accentedness ratings

from participants who have lived in the Inland North in and out of Ohio and higher rat-

ings from those who spent some but not all of their childhood in southern Ohio. It also

showed stronger correlations with all perceptual dialectology ratings, meaning that people

who gave higher ratings for the place-based assessments also tended to give higher ratings

in the speaker evaluations, regardless of place or feature.

Estimate Std. Error df t value p value
Intercept -0.93 0.07 252.39 -14.38 < 0.001

Region: lived in OH & non-OH north -1.42 0.69 425.47 -2.05 0.041
Region: lived in OH north -0.13 0.09 440.46 -1.41 0.161

Region: lived in non-OH north 0.35 0.32 442.56 1.09 0.274
Childhood: some in south OH 0.62 0.29 433.53 2.15 0.032

Childhood: all in south OH -0.09 0.09 445.49 -1.08 0.281
Childhood: Cincinnati -0.13 0.15 449.41 -0.86 0.389

Trial number 0.03 0.00 6143.25 7.22 < 0.001
north OH rating 0.11 0.04 457.90 2.76 0.006

south & rural OH rating 0.17 0.04 431.68 4.54 < 0.001
cities & central OH rating 0.18 0.04 432.96 4.75 < 0.001

Table 5: Fixed effects of accented ratings of all stimuli

For the individual word classes, the selected acoustic feature was measured for each
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vowel token in the words read and the mean value was taken. For some word classes, mul-

tiple values were measured. The acoustic features were as follows: lot: F2 at the point of

highest intensity; trap: F2 - F1 at the point of highest intensity and Euclidean distance

between the 20% and 80% F1 and F2 measurements; dress F2 - F1 at the point of high-

est intensity and Euclidean distance between the F1 and F2 means of the pre-nasal and

non-pre-nasal tokens.

For each acoustic feature, a model was fit to the listener’s speaker evaluation rating

of stimuli of that word class, with the key predictor an interaction between the listener’s

rating of the corresponding perceptual dialectology dimension and the acoustic feature se-

lected for the analysis. Either the linear or the quadratic predictor for the acoustic feature

was tested in this interaction, based on which of the two proved significant as a main ef-

fect. Along with that key test, for the benefit of model fit, we also tested for inclusion the

listener’s age, gender and relevant regional history.

Overall, the selected acoustic feature typically showed an effect on the accented rat-

ings either as a linear or quadratic predictor. Likewise, the perceptual dialectology rat-

ings often though not always showed a main effect correlating with the speaker evalua-

tion, such that, for example someone who rated northern Ohio more accented as a place

also gave generally higher accent ratings to all the people they heard. However, in most

of the models there was no support for an interaction between the two. One exception

is in the goose data, where those giving low accent ratings for northern Ohio are sensi-

tive to goose fronting as an accented feature, while those giving higher ratings are not.

22



This interaction does not take the predicted form, where those offering a higher rating for

a region show more sensitivity to the features of that region. Instead, it is something of a

converse: those giving low ratings for the region show more sensitivity to a feature more

advanced in another region, though also variably found in that region. This effect does not

offer clear support for a close relationship between covert and overt attitudes, but is worth

noting as a divergent point from the lack of effects elsewhere.

Estimate Std. Error df t value p value
Intercept -1.17 0.13 299.59 -9.29 < 0.001

meanF2^2 0.11 0.05 89.88 2.35 0.021
Trial number 0.03 0.01 1276.03 2.70 0.007

Table 6: Fixed effects of accented ratings of lot stimuli

Estimate Std. Error df t value p value
Intercept -0.77 0.14 335.67 -5.55 < 0.001

Age -0.01 0.00 205.82 -3.49 0.001
Region: lived out of OH 0.55 0.15 207.08 3.56 < 0.001

Region: lived in & out of OH -0.03 0.15 203.57 -0.18 0.86
Trial number 0.03 0.01 2843.73 4.60 < 0.001

north OH rating 0.25 0.05 204.97 4.66 < 0.001
mean F2-F1 0.20 0.05 156.80 4.11 < 0.001

(mean F2-F1)^2 0.11 0.03 152.11 3.42 0.001
mean diphthong length 0.17 0.05 154.09 3.64 < 0.001

Table 7: Fixed effects of accented ratings of trap stimuli

Estimate Std. Error df t value p value
Intercept -1.11 0.08 465.35 -14.08 < 0.001

Trial number 0.03 0.01 3905.97 6.59 < 0.001
north OH rating 0.22 0.04 274.20 4.76 < 0.001
(mean F2-F1)^2 0.07 0.02 159.16 3.16 0.002
pin/pen distance 0.21 0.07 146.79 2.97 0.004

pin/pen distance^2 -0.05 0.02 148.77 -2.08 0.04

Table 8: Fixed effects of accented ratings of dress stimuli
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Estimate Std. Error df t value p value
Intercept -0.90 0.12 317.04 -7.17 < 0.001

Region: lived in OH & non-OH north -1.33 0.81 118.50 -1.65 0.101
Region: lived in OH north -0.48 0.20 122.80 -2.36 0.02

Region: lived in non-OH north 0.37 0.41 120.70 0.90 0.369
Trial number 0.04 0.01 1741.80 4.77 < 0.001

north OH rating 0.24 0.07 129.20 3.21 0.002
mean F2 -0.10 0.11 7.14 -0.96 0.37

Childhood: some in south OH 1.23 0.48 121.24 2.59 0.011
Childhood: all in south OH -0.40 0.21 122.44 -1.92 0.057

Childhood: Cincinnati 0.46 0.33 130.46 1.42 0.157
north OH rating x mean F2 0.12 0.04 95.50 2.81 0.006

Table 9: Fixed effects of accented ratings of goose stimuli

Figures 4 to 7 show the effects of each acoustic measure on speaker evaluations, with

the perceptual dialectology patterns of the participants indicated by color and line type.

While the models treated this predictor continuously, for ease of presentation they are in-

dicated in the graphs with a simple high vs low divided on the median.

Figure 4: Accented ratings for lot stimuli.

Apart from this central result, a handful of other predictors showed significant re-
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Figure 5: Accented ratings for trap stimuli.

Figure 6: Accented ratings for dress stimuli.
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Figure 7: Accented ratings for goose stimuli.

sults. Trial number consistently showed that accent ratings increased over the course of

the experiment. This likely reflects participants’ adjusted expectations as they acclimatize

to the stimulus pool. Comments after the task indicated that, starting a study on accents,

many participants expected voices they perceived as “really accented”, i.e. those associ-

ated with more widely circulated and heavily marked registers. Our Ohio talkers were per-

ceived as the unaccented options but received higher ratings as it became clear that no

other varieties were forthcoming. As in the case of the perceptual dialectology predictors,

however, this was a main effect only and did not trigger increased sensitivity to the acous-

tic features.

Regional background emerged in only three instances. In ratings of the trap stimuli,

non-Ohioans gave higher ratings than those who lived some or all of their lives within the

state. In the goose data, those who lived in northern Ohio gave higher ratings than those
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living elsewhere in the Inland North and those never living in the Inland North. Also in

goose data, those who lived some but not all of their childhood in southern Ohio gave

higher ratings than those who lived none or all of their lives in the region. All of these

are main effects, not mediating the effect of the acoustic feature, suggesting that they are

likely to be spurious effects stemming from participant differences across the vowel class

data sets, rather than true effects, which would more likely apply across all the data rather

than being specific to the task of listening to a single vowel class.

6 Discussion

Taking the descriptive findings first, the results support the scant existing literature on

perceptual dialectology in Ohio, suggesting a broad three-way division into north, central

and south, with rural areas aligned conceptually with the south. In this data, cities are

aligned with the less marked central region, which is somewhat different from that found

in Campbell-Kibler (2012a). This divergence is likely due to differences in the task, since

the rating task here does not easily allow for the kind of coded race discourse documented

in that study.

The place rating data also indicates that Ohioans take until adulthood to fully ab-

sorb the perceptual dialectology beliefs of their communities. By 9 years of age, they show

some differentiation between perceptions of the north and the south, but both curves take

until roughly 20 before they level out. In the speaker evaluations, however, age has no im-

pact on the perception of acoustic features.
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The speaker evaluation results suggest that all acoustic features investigated are at-

tended to, at least to some degree. Each feature shows a particular point at which accent-

edness ratings are lowest, with relatively smooth increases as productions move away from

that point. For the two distance measures, trap/bath diphthong length and pen/dress

distance, the least accented productions are the low points. For the rest, the least accented

point corresponds to the mode of the stimulus distribution. To test whether this effect was

a result of adaptation to the stimulus set, the models described above were re-fit with an

additional term testing an interaction between the significant acoustic feature and trial

number. None of the interactions were significant and a visual inspection confirmed that

the low-accent points for data based only on the first three trials for each participants were

similar to those for the whole data set. This suggest that the correspondence between the

stimulus distributions and the accentedness ratings are based on perceptions built outside

the experimental setting.

A visual inspection of the curves for the central and northern Ohioans suggest that

the latter may have “least accented” points for each feature that trend further in the di-

rection found commonly in the north. No significant differences are seen in the models,

however. It must be noted that marking the forms one hears most frequently as straight-

forwardly the least accented reflects a substantial level of linguistic security. A similar

study with a population whose own language use is perceived as accented or otherwise

marked by others would almost certainly yield different and illuminating patterns.

The key result of interest is, of course, the lack of mediation of the place ratings on
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the relationship between the acoustic features and the speaker evaluation ratings. Other

work, such as Hadado’s in this issue, has found that beliefs about specific places is a cru-

cial mediator in sociolinguistic perceptions, with the perceiver’s regional identification es-

sentially determining the social characteristics attributed to the language user.

We looked for this potential interaction with the understanding that, particularly in

the case of disputed northern Ohio, such an interaction would illuminate the process by

which language users are inducted into the circulation of a register. One model, espoused

by the participants in Campbell-Kibler (2012a) as well as some linguists (e.g. Kleinschmidt

& Jaeger, 2015), is that people observe variation in the linguistic world around them and

when they notice differences between someone’s language use and their own or those of

their closest interlocutors, they mentally note that difference, tagged with some social

information. Under this approach, perceptual dialectology isoglosses are essentially rein-

vented by many individuals until, perhaps some minimum threshold establishes them as

widespread. Agha’s (2007) account places a much heavier emphasis on metalinguistic ac-

tivities, particularly broad-scale communications like books and other media. Under this

account it is possible, even likely, to develop a social sense of a particular place or type of

person having a notable way of speaking with no specific features at all, or only one or two

that have been remarked on, as with Uriah Heep’s missing h’s (Agha, 2007). If the com-

munications occur in print, or without any actual users of the variety present, the register

may be spread with no linguistic exposure whatsoever.

Apart from the learning process, another potential source of correlation is the mental
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representations individuals maintain of registers. If all of the elements of a register (e.g.

linguistic features, person types, characterological figures, social characteristics) are men-

tally retained as a unit, we might expect some individuals to have a stronger representa-

tion than others (they are “more aware” of the variety), leading to larger effects across

tasks. We might also predict that the association a given individual has between the reg-

ister and the concept of accentedness would be linked to the entire representation. Both

effects would predict correlations between explicit rating and speaker evaluation tasks.

The results instead present a more scattered picture, as found elsewhere Campbell-Kibler

(2012b); Austen (2020); Campbell-Kibler (2021). The associations with accentedness for

both features and places are present and consistent with those found through other types

of tasks. They just appear to live somewhat independent lives.

7 Conclusion

The results presented suggest that even for registers of limited circulation, learning to talk

about the language in a given place and developing social associations with specific fea-

tures occur independently. This contradicts the self-reported paths of learning found in

Campbell-Kibler (2012a), in which participants would link their knowledge of the regis-

ter to personal observation of a known user, e.g. “I had a teacher from Cleveland and she

was, she definitely had a northern accent. (p. 299)” Such explanations are markers of the

limited circulation of the register and perhaps serve a further purpose of mitigating the so-

cial consequences which attend the assignment of “accent” to a place or a group of people.
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They are not, however, accurate descriptions of the register learning process at a broad

scale.

This study adds to the small but growing body of evidence that different sociolinguis-

tic behaviors depend on their own independently learned associations rather than a gener-

ally available representation. While it makes sense to refer to indexical links broadly when

referring to communities or other similarly large scale arenas of meaning, when considering

the cognitive level, we must be more specific. What grows to a stable system of meaning

at the community level is at the cognitive level constructed of small, largely uncorrelated

pieces.

When considering the notions of awareness and control, then, these findings push us

further away from a unidimensional model of “more” vs. “less” awareness. In the most ba-

sic sense, questions of awareness and control in sociolinguistics are asking how the relation-

ships between linguistic structures and other social structures changes as we shift the lens

of observation over different contexts and activities. If language users form these relation-

ships independently, it is not merely a question of which of the different cognitive systems

do or don’t “know” about a given indexical link, as is implied by a model built on levels

of awareness. Rather, different systems can know entirely different things about a given

linguistic form. While this appears to be unusual in practice, it is by no means undocu-

mented, as in Kristiansen’s work already noted above and in McGowan & Babel (2020),

and discussed in Babel’s contribution to the current issue. At the same time, these differ-

ent dimensions inform and interact with each other, as we see in Stecker & D’Onofrio’s
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paper in the current issue.

Somewhat paradoxically, then, my suggestion for the study of awareness and control

is for us to move away from the concepts or at least to ruthlessly question what we mean

by them. When attending to the limited senses of introspective awareness and deliberative

control, we can ask meaningful and interesting questions about how sociolinguistic behav-

iors interact with the boundaries of introspection. Given that we don’t have a full model

of what introspective awareness is or how it fits into a broad model of human cognition,

however, we want to be cautious in our conclusions. Beyond this narrow sense, however, I

think we are better served framing questions in more specific terms based on the contexts

and language activities of interest.
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8 Stimulus words

trap AUTOMATIC DRAGON MALLORY PACK PAST BACK FLAT MAD SATUR-

DAY BAD BAG FAST HAD SASH HAPPILY HAT PASS TAG

goose DUDE DUKE MOON SHOES FOOD WHO’D THROUGH TWO HOOT TOOTH

LOOSE PROOF

lot CON COT DON ROD HOT ON

dress AMERICAN BEST FRIEND PENNY RED STRETCH BED DEPTH MEDICINE

PEN BENCH HEAD CENTURY DRESSES EXPERIMENTAL HEAVEN MELANIE

TELEPHONE EVERY PEG PET TEN TEST SECONDS
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