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This article explores the relationship between salience, stereotypes, and cooccurring language

variables in the social perception of language. Following previous work, we argue that sociolin-
guistic perception is dependent upon the ability of listeners to map the linguistic cues contained in
a speech signal to stereotypes. However, we contend that the understanding of which language
features contribute to those stereotypes, and how they do so in the specific context of talk, has
been limited because of the tendency to focus on preselected variables and to control for the con-
text in which they occur. We advance an account of the role of stereotypes in the social perception
of language by using a new tool for capturing, visualizing, and querying listeners’ real-time reac-
tions to voice samples. Our survey instrument collects reactions to two topically distinct guises
from the same speaker (taken from the Scilly Voices corpus), both of which contained a similar
number of regionally distinctive accent features. As our survey instrument includes a review func-
tion enabling listeners to provide information on why certain features were notable to them, we are
able to interrogate listeners’ ability to respond to unspecified linguistic features. Ultimately, this
enables us to build a more nuanced account of the interaction between a range of linguistic fea-
tures and their relationship to message content, and allows us to demonstrate that both do evalua-
tive and perceptual work.

Our findings have important implications for those interested in understanding the situated
meaning of linguistic features and, in particular, how researchers might continue to develop ex-
emplar models of the ways in which social information is indexed to linguistic features. We argue
that no experiment can be context-free and, as a result, researchers must consider ways of model-
ing the effects of co-present variants on a given exemplar, not just the social indices of specific ex-
emplars themselves.*
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1. Introduction. Interest in nonspecialists’ beliefs about and reactions to language
use has been long-standing and widespread (see, for example, Lambert et al. 1960, Giles
1970, Giles & Powesland 1975, Ryan & Giles 1982, Preston 1989, Niedzielski & Preston
2003, Clopper & Pisoni 2004a,b, Garrett 2010). Early research on the perception of di-
alect features tended to elicit nonspecialists’ beliefs and reactions to regional accents,
with the principal findings demonstrating disparities between perceived ‘standard’ and
‘nonstandard’ varieties. This research points to a general, and well-established, pattern
linking linguistic standardness to intelligence, and (some kinds of) linguistic nonstan-
dardness to social attractiveness (e.g. Paltridge & Giles 1984:71). Such studies demon-
strate that listeners ‘can and do make a number of attitudinal judgments about a talker
based on his or her speech’ (Clopper & Pisoni 2002:273).

More recently, however, attention has turned to isolating particular accent features
considered to have ‘salience’. As noted by Nycz (2016) and Drager and Kirtley (2016:
12), in linguistics, the meaning of ‘salience’ is contested, although ‘[i]n sociolinguistics,
salience is tied with both noticeability and awareness of sociolinguistic variables’. No-
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ticeability, according to Nycz (2016:64), is the ‘conscious awareness and subjective ex-
perience of a linguistic feature; it is a step beyond mere perception of a feature’. As the
review by Drager and Kirtley (2016) outlines, noticeability has been explained by ‘lo-
calizedness’, linguistic prominence due to factors such as pitch and position, and a fea-
ture’s unexpectedness or ‘surprisal value’ (Rácz 2013:51). All of these dimensions point
toward the idea that ‘salience is the degree to which something stands out relative to
other, neighbouring items’ (Drager & Kirtley 2016:12, citing Hogg & Vaughan 2008:61).

Research dealing with the salience of particular accent features has tended to be of
two kinds. The first focuses on success at voice placement. For instance, Williams, Gar-
rett, and Coupland (1999) investigated factors contributing to dialect recognition in
Wales, speculating that some of their recordings might have contained ‘more, or more
salient, phonological cues than others did’ (1999:353), which therefore enable better
recognition rates. Although they do not generally discuss which features these might be,
they mention the raised /aː/ shared by the Cardiff and north-west Wales speakers. Simi-
larly, but more explicitly, Plichta and Preston (2005) examined the role played by the
degree of /ay/ monophthongization in perceptions of north and south in the United
States. Also in the US, Clopper and Pisoni (2004b:131) found some features to be bet-
ter than others at predicting speaker location when respondents were asked to catego-
rize six dialects of US English on the basis of eleven variables. Extending the analysis
to native and nonnative speakers, Clopper and Bradlow (2009:444) found that it was
categorical consonant features (i.e. the presence or absence of rhoticity) that were the
‘significant predictors of performance’ in relation to assigning speakers to a US region,
irrespective of listener nativeness. Consonants were also found to be more important
than vowels when children were asked to categorize speakers into groups in a study 
of contrasts between Home dialect (Midland American English), a regional variant
(British English), and a second-language variant (Indian English) (Wagner, Clopper, &
Pate 2014:1080). 

The second kind of research on salience has focused on the effects specific features
have on the social evaluation of speakers. For instance, the effect of (-ing) on a speaker’s
suitability for a job as a newsreader has been examined in the US (Labov et al. 2011) and
the UK (Levon & Fox 2014). In both experiments, listeners were presented with a num-
ber of guises manipulated to increase or decrease tokens of /n/ and /ŋ/. Labov and col-
leagues (2011:440) found a significant effect of even a small increase in the percentage
of /n/ in the guise, with ‘professionalism’ ratings decreasing dramatically with the in-
crease of the nonstandard /n/ form. Levon and Fox were not able to replicate these find-
ings in Great Britain. However, they also investigated responses to (th)-fronting (the
fronting of /θ/ and /ð/ to [f] and [v], respectively, a feature said to be spreading through
Great Britain by Kerswill (2003)) and found that it showed some effects for northern En-
glish respondents (Levon & Fox 2014:205). However, it should be noted that these find-
ings did not replicate the logarithmic pattern found by Labov and colleagues (2011).

Other research on (-ing) has highlighted the interaction between a linguistic variant
and the larger social style in which it occurs. For instance, Campbell-Kibler (2009,
2010) observed that listeners’ perceptions of speakers’ regional and class backgrounds
strongly condition the correlation between high use of the alveolar variant and high in-
telligence/education levels. Similarly, Pharao and colleagues (2014) show that the in-
dexical meanings of alveolar versus fronted (s) ([s] versus [s+]) differ dependent upon
whether the features occur in ‘modern Copenhagen speech’ or ‘street language’, with
[s+] more strongly indexing femininity and gayness in the former. While Pharao and
colleagues (2014) focus on the effects of register, Podesva, Reynolds, Callier, and Bap-
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tiste (2015) have demonstrated that the social meanings of a feature may also be af-
fected by the perceptions of how a speaker ‘usually’ talks. They examine released /t/ in
the talk of US politicians and show that, contrary to other findings, Barack Obama is
rated as more intelligent in guises where he does not release /t/ because the (predomi-
nantly Democrat) listeners sampled consider this to more closely approximate how he
usually talks. 

Studies that prime listeners with social information have provided further support for
the interaction of social factors and perception. For example, Hay, Nolan, and Drager
(2006) have shown that listeners process speech signals differently based on what they
believe about the speakers’ age, gender, and class. Both Niedzielski (1999) and Hay and
colleagues (2006) have shown that priming listeners with geographical labels also af-
fects their perception of the vowel space. Hay and Drager (2010) have even suggested
that the presence of soft toys that are readily associated with national identities may in-
fluence the perception of voice samples. More recently, D’Onofrio (2015) has demon-
strated that what listeners are told about a speaker’s social persona can impact the way
they react to a Californian ‘Valley girl’ voice sample.

While this research points to the importance of the larger social style in which specific
linguistic features occur, as our review of the literature suggests, the tendency has been
for research to consider one linguistic item in isolation. This is problematic, given recent
production studies that suggest the importance of ‘clusters’ of linguistic variants on the
situated social meaning of language (for instance, Eckert 2008, Moore & Podesva 2009,
Sharma 2011) and Preston’s work on language regard (e.g. Preston 2015), which argues
that linguistic features are noticed and classified differently in different situations. Con-
sequently, recent work has attempted to show how multiple features interact to influence
perception. For example, Campbell-Kibler (2011) considers how pitch, (s)-fronting or
backing, and (ING) interact to affect perceptions of masculinity; Levon (2014) examines
whether different combinations of variables compatible with stereotypes about gender
(pitch), sexuality (sibilance), and class ((th)-fronting) result in different listeners’ per-
ceptions; and Pharao and colleagues (2014) explore how sibilance interacts with rhythm/
prosodic frame to affect the indexical meanings of fronted (s). 

While these studies provide clear evidence of multiple features interacting to affect
perception, the analysis provides only a partial account of the contextual frame in which
those features occur. This is not to say that the features selected for analysis are not well
justified—they usually are (see, for instance, Levon (2014:546), who provides a de-
tailed rationale of why pitch, sibilance, and (th)-fronting are pertinent to his interest in
gender, sexuality, and class, respectively).1 Nonetheless, these studies do not account
for the features that are present in the data samples but not selected for analysis. Of
course, the presence or absence of unexamined features is ‘controlled’ across samples
used in these studies. However, controlling for the presence or absence of a particular
feature in a stretch of discourse does not account for the possibility that awareness of
this feature may change when it occurs in the alternative guises. For instance, imagine
two samples of talk constructed using the sentence The north wind and the sun had a
quarrel about which of them was stronger: sample 1, which includes fronted (s) and has
a relatively high average fundamental frequency, and sample 2, which includes fronted
(s) and has a relatively low average fundamental frequency. We can draw conclusions
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about how these forms interact, and their subsequent social meanings, on the basis of
how listeners respond differently to the two samples. However, what we cannot know is
whether fronted (s) and a relatively high average fundamental frequency in sample 1
made other aspects of the discourse more or less salient in this sample than they were in
sample 2, and whether this had an effect on the overall evaluation of the sample. For
 instance, it could be that an instance of /h/-retention in a word that regularly features
/h/-dropping (such as the word had in the sentence proposed in this hypothetical sce-
nario) has differential salience on the basis of its occurrence in sample 1 or sample 2.
Given that ‘salience is the degree to which something stands out relative to other, neigh-
bouring items’ (Drager & Kirtley 2016:12, citing Hogg & Vaughan 2008:61), as we
noted earlier, we might expect a change in one or two variables to influence the salience
and subsequent effect of other adjacent forms. 

Providing only a partial account of the wider linguistic style in which analyzed fea-
tures occur has implications for our understanding of the salience of linguistic features
and their relationship to stereotypes. We use the term ‘stereotype’ here, rather than
something more generic like ‘social meaning’, because several researchers have sug-
gested that the social perception of language is dependent upon the ability of speakers
to map the linguistic cues contained in a speech signal to stereotypes (Hay et al. 2006,
Campbell-Kibler 2008, 2016, Levon 2014, Drager & Kirtley 2016).2 This research has
been used to support exemplar-based models of speech production and perception.
Drager and Kirtley (2016:2), who provide a detailed review of work relating to exem-
plar theory, note that it is ‘a collection of cognitive models in which experiences are
encoded in the mind as episodic memories, known as exemplars’ (see also Brooks 1978,
Johnson 1997, Pierrehumbert 2001). The theory is attractive to sociolinguists because it
proposes that social information is indexed to linguistic exemplars, making sociolin-
guistic variation a natural outcome of the model. It also offers an explanation of how
speech perception works, given that incoming speech is believed to activate associated
exemplars and their related social indices. Of course, these indices may be multiple,
given that the social meanings of linguistic features shift according to the contexts in
which they occur. Consequently, research using exemplar-based models has suggested
that contextual factors determine precisely which social meaning is activated at any one
point in time (e.g. Hay & Drager 2010). They do so because contextual factors trigger
stereotypical reactions to speech, which in turn ‘frame the listeners’ evaluations of fine-
grained sociolinguistic variation’ (Levon 2014:540). Put another way, we might assume
that ‘all research on perception is also research on metalinguistic characterization’
(Campbell-Kibler 2016:130). 

The cues that generate stereotypes can include the specific combination of linguistic
features heard and message content, among other factors (see Campbell-Kibler 2016:
130). Crucially, then, to understand sociolinguistic perception, we need to understand at
least three key components: (i) which stereotypes are generated by a stretch of dis-
course, (ii) which language features contribute to those stereotypes, and (iii) how they
do so in the context of the specific content of the talk. Accessing (i) is relatively
straightforward, given that it has, in various ways, long been a goal of sociolinguistic
research. However, we contend that the understanding of (ii), and its interaction with
(iii), has been limited by experimental methodologies that make assumptions about
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which linguistic features are relevant to perception. As Levon (2014:540) has noted,
production studies are increasingly providing more nuanced accounts of the social
meaning of language variation which reflect the ‘indexical mutability’ of language
(Eckert 2012:94). If we want our perception studies to do the same, it will be necessary
to capture more information about the relationship between variables, and the ways in
which their ideological loads shift in given contexts of talk. 

1.1. Capturing listener responses in real time. It is necessary to find ways to
record how listeners react to linguistic variants as they hear them if we are to demon-
strate that the contribution a variant makes to social meaning changes according to its
precise placement and the context in which it occurs. Capturing listeners responding in
real time makes it possible to gather responses to multiple linguistic features, and to be
sure which feature is having an effect on perception (and—importantly—when it does
or does not have that effect). Previous research has been limited in its ability to identify
the exact point at which listeners make an evaluation of what they hear. Nonetheless,
there have been some attempts to capture real-time reactions to voice samples. Labov
and colleagues (2011) conclude their article by mentioning the ability of one of their ex-
periments to capture real-time reactions, although no in-depth analysis of this is pre-
sented. However, Watson and Clark (2013) focus exclusively on real-time reactions.
They investigated reactions to the nurse-square merger in north-west England using
an online interface. This enabled listeners to move a slider on the screen when they be-
lieved the sample to sound more or less ‘posh’. Watson and Clark found ‘a fairly high
proportion of identified change points cluster at or around the same time as an occur-
rence of nurse or square’ (2013:315).3 Although they do not provide an in-depth
analysis of the contexts in which their tokens occur, they observe that their findings
suggest ‘a particular linguistic feature can be more or less salient depending on both the
local social context and the micro-linguistic context in which it appears’ (Watson &
Clark 2013:321). 

As noted above, much previous work uses manipulated and spliced linguistic tokens
to control for the effect of certain phonetic variables. Building on their 2013 article,
however, Watson and Clark (2015) examine real-time reactions to unmanipulated re-
gional speech. British voice samples from Cambridge, Cardiff, Dublin, Liverpool, and
Newcastle upon Tyne were presented to listeners, who were asked to react to what they
heard using two sliders, indicating how ‘posh’ and how ‘friendly’ each speaker was
(Watson & Clark 2015:45). As with their previous study, however, they experienced
difficulties in assessing whether ‘change points correlate with particular linguistic fea-
tures [because] … these features do not occur in isolation of others’ (2015:55). They
note that nonstandard linguistic features often cluster together in talk and that unpicking
the perceptual prominence of individual features is not a straightforward task.

In this article, we attempt to address the limitations we have identified in previous
studies by presenting a new technique for capturing real-time reactions to vocal stimuli.
In particular, we aim to demonstrate that it is possible to measure the effects of multiple
linguistic variants in real time. Furthermore, in examining a number of features at once,
we also suggest that it is possible to better capture the effects of multiple language fea-
tures (as opposed to observing the effects of linguistic features that happen to be of in-
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terest to the linguist), and to record the effects of individual features within a broader
style. Finally, drawing upon research into the social meaning of linguistic features, we
also consider how extralinguistic information affects perception by examining the ways
that topic and discourse content interact with the occurrence of particular linguistic fea-
tures to produce different evaluative responses from listeners.

Our analysis uses data from the Scilly Voices project. This project has been examin-
ing language variation and change on the Isles of Scilly, a group of islands off the south-
west coast of England, using data from the Isles of Scilly Museum’s Oral History
Archive. The archive dates from the 1970s onward and is a series of recordings made by
local people interviewing other local people (the archive can be searched online at
https://www.dhi.ac.uk/scillyvoices/). We are particularly motivated to explore sociolin-
guistic perceptions of this variety given a mismatch between historical metalinguistic
commentary on the variety and recent production analyses. Historical texts across time
emphasize the standard nature of the Scillonian dialect, as can be seen from the follow-
ing quotations.4

(1) … the Language of Scilly refines upon what is spoken in many Parts of
Cornwall; probably from the more frequent Intercourse of the Inhabitants,
some more than others, with those who speak the Standard English best …
(Heath 1750:436)

(2) The Islanders are remarkable for speaking good English—far preferable, at
least, to what is generally heard amongst the humbler classes of any county,
at some distance from the metropolis … (Woodley 1822:105)

(3) … in the Isles, all dialect has been educated out. (Ellis 1890:41)
(4) The English spoken today (1979) by natives of the Isles of Scilly … is scarcely

removed from Standard (southern) English, using a slightly modified ‘re-
ceived pronunciation’ (R.P.) as of educated persons. (Thomas 1979:109)

While these quotations suggest that the Scillonian dialect differs substantially from ad-
jacent mainland varieties, Moore and Carter (2015, 2018) demonstrate that the variety
clearly shares vernacular features with dialects in East and West Cornwall. Conse-
quently, we explore if context affects whether listeners are able to perceive vernacular
features in Scillonian speech; which features, or groups of features, generate listener re-
sponses; and what factors affect the way this specific variety is evaluated. 

To summarize, our article has two main aims: (i) to better understand the interaction
between a wider range of linguistic features and their relationship to message content,
in order to advance our understanding of the relationship between salience, stereotypes,
and cooccurring language variables, and (ii) to expand and test advances in perception-
testing methodologies, using a variety of British English as a test case. To this end, in
the next section, we begin by presenting our methodology. This includes a discussion of
a calibration test which provides evidence that listeners are able to respond to linguistic
data in real time. The calibration test also prepared listeners for the test proper, and we
discuss their reactions to Scillonian English in our results section. We conclude by re-
flecting upon the social meaning of linguistic features and considering what real-time
perception data contribute to this knowledge.

2. Methodology. We created a survey instrument that allowed respondents to listen
to voice samples remotely via an internet connection and react to them in real time. Un-
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like other similar online survey tools (Watson & Clark 2013, 2015), which only gather
the points in time at which a respondent reacts to something, we required that our re-
spondents be able to both react in real time and go back and review their reactions. This
allowed us to be more confident about the features listeners were responding to. Below,
we describe the survey instrument, the guises respondents were asked to listen to, and
the outcome of our calibration test, before turning to our results in §3. 

2.1. The survey instrument. In addition to capturing real-time reactions to multi-
ple linguistic features, the survey instrument also collected attitude data for each voice
sample, along with an array of biographical and location data from respondents. After
an introductory screen containing information about the project and obtaining ethics
consent from participants, respondents were invited to provide information about their
biographies (age, gender), their location (based on postcode), their travel experience,
and the places where they had lived (see Clopper & Pisoni 2006 for some of the effects
of residential history on perception).5 They then navigated to the next screen, where
they were asked to complete a calibration test. The calibration test sample (see Figure
1) was constructed from the speech of a sixty-five-year-old male from the East End of
London6 and contained twelve instances of (th)-fronting in various linguistic environ-
ments (three in final position, two in medial position, and the remaining seven in word-
initial position). We selected this feature because it has already been shown by Levon
and Fox (2014) to be salient to British speakers, as discussed in §1. As with the samples
used in the test proper, all tokens were natural and unmanipulated. Following Watson
and Clark’s approach (2013:306), a series of ‘pips’ were added to the start of every sam-
ple used in the survey in order to allow respondents a ‘foreperiod’ (Niemi & Näätänen
1981) in which to focus on the task. As shown in Figure 2, listeners were presented with
instructions above the waveform, with a large green ‘Click’ button below.7 They were
instructed: ‘When you hear him [the speaker] use an “f” sound in place of a “th” sound,
please click the green button below the sound wave straightaway’. This part of the sur-
vey permitted us to test listeners’ abilities to respond to a linguistic feature in real time
and to examine the speed of reactions to a known feature. The results of this part of the
experiment are reported in §2.3. 
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to features of regional speech, and not gradient evaluation data as in Watson & Clark 2013, 2015. Although
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we outline here.

Figure 1. Calibration test sample. Instances of (th)-fronting are underlined.



After completing the calibration test, respondents then moved onto the survey proper.
Here, they listened to four male voice samples, the second and fourth of which were
samples from the Scilly Voices corpus that varied by content but not by speaker, in
order to test the effects of topic and discourse on perception (see §2.2 for a detailed ac-
count of this speaker). The first and third samples were taken from corpora of record-
ings from two other British varieties of English, Stoke-on-Trent (a city in Staffordshire
in the North-West Midlands region) and Barnsley (a town in Yorkshire, in the north of
England), respectively. These served as distractor samples.8

The listeners completed the same series of tasks for each test-proper sample in turn
(completing all tasks before moving on to the next sample). For each guise, listeners
were first asked to listen to the voice sample and complete five-point semantic differen-
tial scales, designed to gain reaction data along a number of attitudinal dimensions.
Principal component analysis (PCA) identified three main factors from the ten dimen-
sions (cf. Kristiansen, Garrett, & Coupland 2005:16), and maximum-likelihood factor
analysis identified which dimensions should be grouped within factors. We restrict our
discussion to two of these factors: Status (‘educated ~ uneducated’, ‘ambitious ~ unam-
bitious’, ‘articulate ~ unarticulate’, ‘confident ~ shy’) and Solidarity (‘friendly ~ un-
friendly’, ‘reliable ~ unreliable’, ‘talking to best friend ~ talking to stranger’, ‘laid back
~ uptight’).9 After supplying the regard data, listeners were asked to provide additional
information about the region they believed the speaker to be from, and in what kind of
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Figure 2. Click interface and instructions for the test sample.



locale the speaker might live (for instance, ‘on the coast’ or ‘in a city’), following, for
example, Campbell-Kibler (2006:95–96). Respondents then heard the sample again and
were asked to ‘listen out for anything in the way this person sounds which makes you
wonder where he is from (or confirms where you already think he is from) … When
you hear something that sounds distinctive, please click the button below the sound
wave straightaway’, as shown in Figure 3. This part of the test was intended to monitor
the salience of specific language features to enable us to observe the effects of individ-
ual features and groups of features.
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mistake, as they were not able to do this during the click task itself. Thus it was not possible to determine pre-
cisely when listeners changed their minds (although presumably most speakers only reflected on this when
we asked them to in the review task). Nonetheless, it would be possible to trace which features speakers
tended to change their minds about. This would be an interesting avenue for further research, although be-
yond the scope of the present study.

Figure 3. Click interface and instructions for the survey instrument proper.

After the completion of the click test, respondents were presented with a screen that
showed where they had clicked along with the transcript of the voice sample ±3 seconds
from the point of their click, as shown in Figure 4. On this screen, they were invited to
state why they had clicked where they had, to indicate that they were unsure about the
reason for their click, or to remove the click from the database by selecting ‘I made a
mistake and didn’t mean to click here’. Consequently, the review function of the survey
instrument minimized the possibility of not being able to discern why respondents had
clicked where they had when listening to the samples—providing us with the data to
measure the effects of variants and groups of variants in real time.10

Note that respondents were asked to listen to each sample twice, and that the order-
ing of the tasks ensured that they reflected on their evaluation of the speakers before



identifying salient linguistic features. This allowed us to be more confident that the lis-
teners’ evaluations of the speakers and the location of the samples primed the identifi-
cation of the specific features. In effect, the ordering of tasks sought to draw attention to
the relationship between evaluative and geographical stereotypes associated with the
vocal stimuli and the linguistic components of the speech signal, given that ‘stereotypes
influence which social information gets activated (and therefore which exemplars re-
ceive activation as a result)’ (Drager & Kirtley 2016:17, reflecting on Hay et al. 2006).
In the next section, we explain how the guises enabled us to cue differing stereotypes. 

2.2. The guises. Previous findings from the Scilly Voices project have suggested that
topic plays a role in the ways variants of the trap and bath lexical sets are socially dis-
tributed (Moore & Carter 2015).11 Additionally, it has been demonstrated elsewhere that
listeners’ expectations about speaker location can play a large role in perception
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(Niedzielski 1999, Hay & Drager 2010, D’Onofrio 2015). In order to prime how our sam-
ples were perceived, we created two topically distinct Scillonian guises from the same
speaker recorded for the Isles of Scilly Museum’s Oral History Archive. The speaker was
selected because of the topic diversity in his interview. He was male, born in 1947, and
schooled exclusively on the islands (some children continue to be sent away from the is-
lands between the ages of eleven and eighteen). He was interviewed with his island-born
wife by a female fellow islander in 2012. His interview covers his life and long family
history on the islands, including his family’s experience of island farming. 

Two guises were edited using Praat (Boersma & Weenick 2015) to produce samples
of broadly equal length (forty-eight and forty-nine seconds). The two samples were as-
sembled in order to provide different topics and location cues and to ensure that a simi-
lar number of traditional Scillonian features were present in each sample. In the first
sample, our speaker discusses farming practices, with no information provided betray-
ing the location of these activities. We refer to this as the ‘Farmer’ guise. In the second
sample, the speaker discusses Scillonian traditions and summer events. We refer to this
as the ‘Islander’ guise. In this guise, the speaker mentions locations based within the
Isles of Scilly archipelago, as well as local spatial terminology.12 Figure 5 shows the
full text of each of the guises. 
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12 The cues in the Islander guise were chosen to activate local knowledge among respondents who were al-
ready familiar with the islands, but the existence of ‘island’ place names (e.g. ‘the Eastern Isles’) also clearly
activated spatial associations for those unfamiliar with the Isles of Scilly. 

13 The following Scillonian locations are mentioned in the Islander guise: off-islands ‘the term used to refer
to the inhabited islands other than St. Mary’s, which is the largest of the inhabited islands’; Samson ‘one of
the largest uninhabited islands, a popular place for day trips’; the Eastern Isles ‘a collection of uninhabited is-
lands at the easternmost point of the archipelago, and a popular place for wildlife spotting’. 

Figure 5. Full text of each of the Scilly guises.13

Our Scillonian guises include many nonstandard accent features, as indicated by the
summary in Table 1. This list includes some features noted in a historical account of the



variety (Thomas 1979). However, Moore and Carter (2015) suggest that Thomas’s ac-
count is not entirely accurate. Therefore, we identify features in our sample speaker’s talk
that are present across speakers throughout the archive materials, as reported in Moore
& Montgomery 2018. As such, we consider them to be traditional Scillonian features. 
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feature traditional farmer guise islander guise
scillonian 

pronunciation
bath [aː] plant, last class, last
choice [ɔ̝ɪ] joined, boiler boys
goat [oʉ] [oʊ] [ɛʊ] broke, show only, go, go, only, boat, going
mouth [ɛ̈ʉ] [əʉ] out, out, house, down around, down, down, now, out
palm [a(ː)] father, father can’t
price [ɑ̝ɪ] [oɪ] life, carbide, carbide, prize, time, off-islands, by, quite, off-

nine, time islands, Isles, lie
strut [ʌ̝] bull, bull up
trap [a(ː)] Anzacs, Anzacs, back, that Samson, Samson
rhoticity [ɹ] started, there, World, War, father, year, sports, there, were, there, 

sorts, farmhouse, there, there, weather
carbide, carbide, where, 
remember, first, or

Table 1. Accent features in each guise.

As one of the main aims of our project was to examine what listeners react to in nat-
ural speech, and when, we did not consider it appropriate to select, manipulate, and
splice individual tokens. Consequently, it was not possible to include variants occurring
in the exact same linguistic contexts for each lexical set for each sample. Furthermore,
Table 1 indicates that there is phonetic variation across the samples for four of the fea-
tures, in particular: the vowels in the goat, mouth, price, and trap lexical sets. The
mouth vowels exhibit a raising pattern similar to that found in Canadian varieties of
English (see Moore & Carter 2018 for a discussion of this pattern in Scillonian En-
glish), such that tokens with following voiceless consonants (e.g. out) tend to be raised
more than those with following voiced consonants (e.g. most instances of down). How-
ever, it is important to note that this speaker does not always differentiate between these
environments, and even the vowels followed by voiced consonants have audibly raised
onsets. The variability in the mouth lexical set is present in both samples. This is also
true for the variability in the degree to which the off-glide of goat is centralized. How-
ever, there is an extremely fronted onset in the word boat, a variant that is found in the
Islander guise only. Trap and price also have variants that occur in one guise only. The
price vowels do not show the same raising pattern observed for mouth, with all tokens
audibly raised, irrespective of following context—indeed, as Table 1 shows, some to-
kens followed by voiced consonants (e.g. time in the Islander guise) are more raised
than tokens followed by voiceless consonants (e.g. quite in the same guise). The closer
variants are found only in the Islander guise. For the trap vowels, although the quality
is similar across guises, two of the trap vowels in the Farmer guise (back and that) are
especially long. 

Of course, given that the speaker is discussing different topics (and it is well estab-
lished that topic can affect vowel quality; see for instance Rickford & McNair-Knox
1994, Love & Walker 2013), some variation across the guises would be expected, and
its presence reflects the sociolinguistic reality of topic and token interaction. However,
it makes our task of interpreting the individual effects on our listeners more compli-
cated. Given that a key argument in this article is that effects very rarely operate in iso-
lation, we return to this issue when we discuss the results of the test proper. The analysis



of these results was reliant on data obtained during the calibration test. Consequently,
we report on the outcomes of this component of our survey in the next section. 

2.3. The calibration test. Figure 6 shows the instances of (th)-fronting at the point
at which they occurred in the calibration test sample, along with respondent click data.
In this figure (and all similar following figures), we have ‘binned’ click data into 0.5
second silos (so, for example, clicks at 10.201, 10.305, 10.335, and 10.499 seconds
would be included at the 10.0 second point on the x-axis).

The calibration task could be conceived of as a phoneme-monitoring task (Frauen-
felder & Segui 1989, Bigand et al. 2001). However, as we were asking participants to
respond to instances of (th)-fronting (i.e. [f ] where Standard Southern British English
would typically use [θ], not simply any instance of [f ]), we were actually asking them
to engage in ‘variant monitoring’ (cf. Levon 2016).

Figure 6 shows that respondents did appear to be able to respond to this task with rel-
ative success. The black line spikes after most instances of (th)-fronting, demonstrating
that respondents were able to react to linguistic features in real time using the survey
 interface.
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There are two further points of note relating to the calibration task: priming effects,
and the impact of word position on the perception of (th)-fronting. Possible priming ef-
fects can be seen in the spikes in the chart in Fig. 6 at 24.5 and 31 seconds. These clicks
appear to be in reaction to the words with (at 24.698 seconds into the sample) and for (at
30.536 into the sample). Counting all of the clicks within 677 milliseconds of the end of
each word, we can observe forty-one respondent clicks for with and thirty-four respon-
dent clicks for for. The first word did not carry a token of fronted (th) and, although the
second word had [f] in word-initial position, this was not an example of fronted (th). It

Figure 6. Reactions to calibration test sample. The black line indicates total respondent clicks by 0.5
seconds, and gray columns instances of (th)-fronting (labels indicate linguistic environment 

of each instance of (th)-fronting: I: word-initial, M: word-medial, F: word-final).



seems that in both of these instances respondents reacted unreliably. In the first in-
stance, with was pronounced as [wɪ]. Thus respondents reacted to a nonstandard variant
of (th), just not the one they had been instructed to listen out for. In the second instance,
respondents heard [f] in the wrong context and clicked anyway. Both of these instances
suggest that a number of respondents had been ‘primed’ (cf. Niedzielski 1999, Hay &
Drager 2010, D’Onofrio 2015) to react in a particular fashion by the task instructions
and their previous behavior. In the first instance, they were primed to respond to any
nonstandard instance of a specific variable. In the second instance, they seem to have
moved from ‘variant monitoring’ (Levon 2016) to phoneme monitoring over the course
of the task. We mention these priming effects because they demonstrate the problems of
asking respondents to listen for particular variants. Our test proper did not require re-
spondents to do this, so it provides a way to overcome the limitations of this task. 

In addition to these priming effects, there appears to be an influence of word position
on the perception of (th)-fronting in the calibration test, with word-final instances re-
ceiving fewer clicks than either word-initial or word-medial examples. Stuart-Smith
and colleagues (2013:512) show in their data from Glasgow that (th)-fronting is most
likely in word-final position, a linguistic constraint that we could reasonably expect to
hold across varieties in which (th)-fronting occurs. It is therefore in the positions that
are less likely to exhibit (th)-fronting that more respondents noticed the feature. We
mention this effect because it appears to support Rácz’s (2013:51) theory of ‘surprisal’
in relation to salience, and we return to this kind of effect in our discussion of the results
for our Scilly guises below. 

The limitations of the calibration test did not negatively impact its effectiveness in the
context of our survey. We used the calibration task not only to train respondents in the
survey interface and to verify that they could use it to respond to speech in real time, but
also to calculate mean reaction times so that we knew how quickly listeners were likely
to react to known stimuli. To do this we selected the most isolated examples of (th)-
fronting (10.506: nothing; 11.652: months; 17.601: nothing; 35.44: think) and the click
times closest to the end of the word carrying each instance.14 This calculation revealed a
mean reaction time to these examples of (th)-fronting of 697 milliseconds, with a stan-
dard deviation of 464 milliseconds. This is slower than the c. 350 millisecond reaction
time discussed by Pachella (1973:43), and the 215 millisecond reaction time to visual
stimuli recorded by http://www.humanbenchmark.com/ (as of 19 January 2016). It is,
however, within the two-second window with which Watson and Clark (2013:314)
worked in their change-point analyses, and the 1.3-second decision process between
stimuli and mouse click observed by D’Onofrio (2015:249).

Of course, as the calibration test and the rest of the experiment were undertaken via
the internet, we had little control over the experimental environment. This means that
respondents could have been differentially engaged with the task, or as Watson and
Clark (2013:314) note, they might have been fatigued prior to completing it, or been
under the influence of alcohol or drugs, among a number of other factors that might
have produced less robust data. However, it is assumed that any individual’s circum-
stances remained similar over the course of the experiment, and by establishing a
benchmark for reaction times using the calibration test we were able to account for un-
usual reaction times among respondents when we evaluated their responses in the ex-
periment proper. 
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14 Of course, we are assuming here that the proximity of the click to the instance of (th)-fronting indicates
that individuals clicked in response to the (th)-fronting. The regularity of the clicking across all sample par-
ticipants suggests we can have confidence in this assumption.



In sum, the results from the calibration test provide good evidence that listeners were
able to respond to a known type of feature, notwithstanding the priming effects ob-
served above. Note, however, that the conclusions that can be drawn from this task are
speculative; for example, although it appears that the listeners are doing variant moni-
toring (with the exception of the instance discussed above), we cannot be sure that this
is the case as we have no way of probing the clicks further. As noted above, this high-
lights the need for the review element of the survey instrument, especially as we seek to
understand the facility of listeners to respond to unspecified features. We consider this
below, as we turn to the results from the test proper. 

3. Results. After piloting the materials and test interface with our own undergradu-
ate students, the online test was released on 1 May 2014 and gathered data for six
weeks. Respondents were contacted via social media (Facebook and Twitter) and asked
to complete and share the survey. The final number of participants was 112, of whom
eighty were female and twenty-eight were male (four refused to say, or did not define
their sex in a binary fashion); of these, six respondents provided no reaction data and
their data have not been included in the analysis below. The mean age of respondents
was thirty-two, with a highest age of seventy-two, and lowest age of sixteen (the stan-
dard deviation for age was 14.2). In order to assess their geographical spread and wider
geographical experience, respondents were asked for the postcode of the place where
they currently lived and the number of towns/cities they had lived in, and were also
asked about travel experience via a question regarding which of ten regions they had
visited (based on the Regions of the England (ONS Geography 2010), plus the Isle of
Wight and the Isles of Scilly). Respondents were drawn from forty-four of the 124 post-
code areas in the UK, had lived in an average of 3.2 places (standard deviation 1.9), and
generally had a good amount of travel experience, having visited seven of the regions
on average. Figure 7 presents data relating to respondents’ postcode distribution on the
left, and shows the numbers of those who had visited various regions of England on the
right. One of the wider aims of the test was to gather data on Isles of Scilly residents’
perceptions of their own variety, and targeted circulation among this population yielded
eight respondents who lived in the Isles of Scilly, and a further six who had visited the
islands. We discuss where this might have affected responses below.

3.1. Guises and listener regard. We begin our discussion of the listeners’ reac-
tions by considering how the two Scillonian guises were rated relative to each other,
using the ratings data gathered prior to the real-time reaction task and the qualitative
comments obtained during the real-time task. This provides information that allows us
to evaluate the stereotypes activated by the two samples.

The ratings data show statistically significant differences between the ratings as-
signed to the two guises. Table 2 shows the mean ratings data by evaluative dimension.
Paired t-tests run on these data revealed significant differences between the two guises
for the ratings factors, with highly significant differences between ratings for Status and
Solidarity.
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dimension mean: farmer guise mean: islander guise paired t-test
Status 2.39 2.56 ***
Solidarity 2.50 2.28 ***

Table 2. Mean ratings for each guise (* p < 0.05, ** p = 0.01, *** p < 0.001, N/S: not significant).15

15 Note that in Table 2, and at future points in the article, ratings data have been transformed in order that
higher scores equal ‘better’ ratings. In the data-gathering task, scales of 1–5 were constructed with values on
the left-hand side of the screen (i.e. closer to 1) representing the most positive score. 



The data in Table 2 show that, for the Islander guise, ratings were higher for Status
than Solidarity, and for the Farmer guise, that the ratings were lower for Status than Sol-
idarity. A Tukey post-hoc HSD test16 demonstrated significant differences between di-
mensions for the Islander guise. The same test showed no significant difference
between Status and Solidarity for the Farmer guise. The differences between the two
guises suggest a more nuanced response to the Islander guise.

The ratings data clearly show very different responses to the two guises, and the
qualitative data suggest possible reasons for this. Unsurprisingly, given its topic, the
Farmer guise resulted in nine free comments relating to farming. This included two ref-
erences to the speaker being from a rural community, and noting ‘rural references’ in
the talk. One respondent referred specifically to the ‘content not voice’ of the sample,
presumably differentiating the content of the guise and the accent, while two other lis-
teners did not divorce the two, stating that the speaker ‘Sounded very rural’ and
‘Sounds like a farmer’. Interestingly, some of the comments inferred behavioral traits
from the sample, suggesting stereotypical views of rural locations; for instance, it was
claimed that he ‘Sounds like a Hobbit’, that he ‘ … might like a cider’, and that he was
a ‘Nice country chap’. Furthermore, questions asking more specifically about the type
of settlement the speaker might live in resulted in 84.7% of respondents stating ‘Coun-
tryside’ for the Farmer guise (versus 21.5% for the Islander guise). In response to the
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16 Of course, we cannot be sure that, for example, one unit of ‘Status’ is equivalent to one unit of ‘Solidar-
ity’. However, participants completed the ratings tasks in the same way and used the same five-point scales.
As noted above, the PCA indicated that three factors were the best solution for the data, and we used factor
analysis to group the scales into dimensions. All of this means that we are satisfied that the scales are similar
enough for this test to be run.

Figure 7. Total number of respondents by postcode areas (left) and total number of respondents who have
visited particular regions of England (right). Contains National Statistics data ©Crown copyright and

database right (2012, 2016), OS data ©Crown copyright [and database right] (2012, 2016), and 
Royal Mail data ©Royal Mail copyright and database right (2012). 

Data from an Ordnance Survey/EDINA supplied service.



question asking respondents to locate the region that the speaker came from, the Farmer
guise was correctly allocated to the South West region by 83.7% of listeners (compared
to 48.6% for the Islander guise). However, overall, only 8% of respondents correctly
identified the Farmer guise as being more specifically from Scilly. As might be ex-
pected, the Scilly respondents were slightly better at identifying him more specifically,
with one third correctly identifying the speaker as Scillonian.

The Islander guise was clearly viewed quite differently from the Farmer guise, and
especially by those listeners from Scilly. Overall, 29% of respondents identified the Is-
lander guise as being from Scilly, but the content of the sample ensured that not only
were 88.9% of Scillonian respondents able to identify that the speaker was from Scilly
(e.g. ‘Lived in Scilly all his life’, ‘Born and bred on Scilly’), but also, in two cases, lis-
teners claimed to be able to identify the speaker himself. Note that none of the listeners,
whether from Scilly or not, mentioned Scilly in the free comments for the Farmer guise.
For those listeners not from Scilly, comments relating to the Islander guise are more dif-
ficult to classify than those for the Farmer guise. As noted above, 48.6% of respondents
identified the speaker as from the South West region. In addition to this being fewer re-
spondents than for the Farmer guise, there was also more ambivalence noted about this
designation. For instance, some listeners claimed the speaker had a ‘mixed’ accent (‘He
sounds like he has a very mixed dialect/accent’). One listener stated that they thought
the speaker had an RP accent, but for the presence of rhoticity, with others also noting
this feature (e.g. ‘Nice rounded burr to his voice’, ‘Emphasised “R” … ’). Notably, it
was quite clear that listeners did not realize that the Islander guise speaker was the same
as the Farmer guise speaker, demonstrated by the following comment: ‘definitely
sounds very different to the previous example from the south west but not sure where
from’. In contrast to the Farmer sample, there were no references to rurality or farming
in the comments.

The sample of listener comments that we have included above suggests that particu-
lar linguistic features were important for the way that listeners regarded the two guises
(see, in particular, the mention of rhoticity). In the following section, we detail which
features were reacted to in each guise before discussing how such information helps us
to further understand listeners’ evaluation of the guises.

3.2. Real-time reactions and prominent features. Table 3 and Figures 8 and 9
summarize the click data obtained in response to the two Scilly guises, time-aligned
with the features listed in Table 1. The data shown in these figures are the raw data, in-
cluding instances when the listeners reported that they did not know why they had
clicked in a particular location, as well as instances in which listeners reported features
that were not present in the recordings (for example, when speakers alluded to rhoticity
when it was not actually present in the word they indicated in their comments). The data
are normalized for each listener based on their mean reaction time for the calibration
test sample and displayed in 0.5 second ‘bins’ as in Fig. 6.17
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17 Of course, it is possible (indeed, likely) that respondents react at different speeds to different kinds of
features, and it is difficult to know precisely how the speed of reactions may be affected. We do know, how-
ever, that reactions are not instantaneous, and this method of normalization goes some way toward account-
ing for this.

sample total clicks mean clicks  per 0.5 s. max clicks per 0.5 s.
Scilly Farmer 814 8.39 33
Scilly Islander 810 8.35 33

Table 3. Summary of click data.



Figures 8 and 9 show remarkably ordered reactions among listeners. Although there
is low-level click activity for both samples from the moment the introductory ‘pips’ fin-
ish (at six seconds), there are numerous spikes in the charts that demonstrate a number
of listeners clicking at the same time. This provides evidence that supports the data
from the calibration test discussed in §2.3. It indicates that respondents are able to react
in real time to voice samples, even when not directed to respond to a specific feature
(cf. Watson & Clark 2015). That listeners are responding to the features indicated in
Figs. 8 and 9 is supported by the listener commentary on the clicks, which specifically
identifies certain features, as we discuss below.
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Considering the reactions to the Farmer guise shown in Fig. 8, it appears that some
spikes clearly coincide with features previously identified as typically Scillonian in
Table 1. The instances of trap at 16.5 and 24.5 seconds, the instance of palm at 39 sec-
onds, the two instances of price at 46 and 46.5 seconds, and rhoticity at 23 and 34 sec-
onds all appear to be examples of collective reactions to specific features. A similar
inspection of the Islander guise in Fig. 9 reveals spikes coinciding with instances of
goat at 7.5 and 39 seconds, bath at 17 seconds, mouth at 27 and 37.5 seconds, and
rhoticity at 10, 24, and 33.5 seconds. Note that the token of goat with the extremely
fronted onset (boat at 39 seconds) produces a large spike, but the tokens of price with
extremely raised onsets (time at 8 seconds, and off-islands, occurring twice at 9 and 32
seconds) do not.

In addition to these obvious reaction points, there are also other types of ‘spike’ in the
two figures. Some of these reflect the cooccurrence of features—either where two po-
tentially salient features occur in the same word (for instance, palm and rhoticity in fa-
ther), or where many features occur in separate words in a short space of time (one such

Figure 8. Click reactions to Scilly Farmer guise. Black line indicates total respondents by 0.5 second
intervals, gray columns instances of features noted in Table 1.



example begins at 6.5 seconds in the Farmer guise). In these situations, we could have
been faced with the same problem as Watson and Clark (2015:54), who found that sim-
ply using reaction data alone meant that it was ‘impossible to tease apart exactly which
linguistic feature (or a combination of features) listeners are reacting to’. Our survey in-
strument came into its own in overcoming this issue, as the review function allowed us
to gain at least a partial window on the process entered into by listeners when making
their reactions.

In order to analyze the review data, each click made by each respondent was coded
for one or more of the features listed in Table 1.18 This was possible because listeners
would either report the word itself (which we could then easily classify) and/or mention
a particular vowel or consonant sound. For example, comments including ‘long a in
class’, ‘down sounds like dowyn’, and ‘boat is bowt’ were made about clicks for the
Scilly Islander guise. While coding, clicks that had ambiguous (e.g. ‘Intonation, vow-
els, pronunciation’, ‘accent’) or irrelevant reasons (e.g. ‘reference to weather plane’)
were excluded, as were clicks when listeners stated that they did not know why they
clicked when they did, or when there was no reason given. Coding was performed indi-
vidually by both authors and disagreements flagged. When disagreements remained
after further consideration, these clicks were also excluded. After exclusions based on
these criteria, 555 clicks remained for the Farmer guise (68.18% of the total clicks) and
504 for the Islander guise (62.22%). Table 4 shows the click-data results after the cod-
ing process.

Table 4 demonstrates the variable perception of different features according to guise.
This table suggests that one feature, rhoticity, is very frequently recognized in both guises
(although less so in the Farmer guise, as we return to below). This frequent recognition

Salience, stereotypes, and co-present language variables 647

18 Additional features were noted, but inconsistently, which made them unsuitable for quantitative analysis.

Figure 9. Click reactions to Scilly Islander guise. Black line indicates total respondents by 0.5 second
intervals, gray columns instances of features noted in Table 1.



of rhoticity is perhaps unsurprising, given the comment data outlined in the previous 
section, although it also echoes the findings of Clopper and Bradlow (2009) and Wag-
ner, Clopper, and Pate (2014:1080) about the importance of categorical consonant fea-
tures to perception. Vocalic features tended to exhibit more variable rates of recognition,
such that they are much more readily recognized in one guise than the other. In order to
test the significance of differences between recognition rates, we conducted a repeated-
measures logistic regression using the {lmer4} package in R (Bates et al. 2011) with
speaker as a fixed effect and listener as a random effect. Each feature (e.g. mouth) was
separated into its own analysis, with each of these analyses based on a data table that
listed, for each respondent, every opportunity to notice the individual instances of the
feature and whether or not the feature had been noted. Table 5 shows the headline results
from this process, with the results of each analysis given in the appendix. Vowels from
the palm, price, and trap lexical sets are more readily recognized in the Farmer guise,
whereas vowels from the bath, mouth, and choice lexical sets are more frequently rec-
ognized in the Islander guise. Note also that, while rhoticity is recognized frequently in
both guises, it is significantly more recognized in the Islander guise.
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19 The ‘possible clicks’ figure is derived from the number of times a feature appeared in the guise multi-
plied by the number of respondents included in the analysis (107). The ‘percentage clicks’ is simply the num-
ber of clicks made divided by the number of possible clicks that could have been made, multiplied by 100.

farmer guise islander guise
feature possible total % possible total % 

instances clicks clicks clicks instances clicks clicks clicks
palm 2 214 65 30.37 1 107 8 7.48
price 6 642 115 17.91 7 749 63 8.41
trap 4 428 59 13.79 2 214 3 1.40
bath 2 214 18 8.41 2 214 65 30.37
mouth 4 428 27 6.31 5 535 95 17.76
strut 2 214 13 6.07 1 107 2 1.87
goat 2 214 12 5.61 6 642 63 9.81
choice 2 214 7 3.27 1 107 12 11.21
rhoticity 14 1,498 239 15.95 7 749 193 25.77

Table 4. Coded click data.19

farmer guise islander guise 
feature % clicks % clicks p-value
palm 30.37 7.48 ***
price 17.91 8.41 ***
trap 13.79 1.40 ***
bath 8.41 30.37 ***
mouth 6.31 17.76 ***
strut 6.07 1.87 N/S
goat 5.61 9.81 N/S
choice 3.27 11.21 **
rhoticity 15.95 25.77 ***

Table 5. Recognition of features present in both guises, with summary of generalized linear mixed-effects
regression models for each feature (* p < 0.05, ** p = 0.01, *** p < 0.001, N/S: not significant). 

Bold figures indicate the higher percentage recognition.

Most of the differences between the recognition of features in Table 5 are highly sig-
nificant, suggesting robust differences between the two guises. Recall that we noted
earlier that there were more extreme tokens of the trap vowel in the Farmer guise, and
this may explain why this feature is more significantly recognized in this guise, as we



return to below. However, the existence of more extreme variants of goat and price in
the Islander guise does not seem to have resulted in these features being more noticed in
this guise. In fact, there is no significant difference in the noticing of the goat vowel
between the two guises, and the price vowel is actually more significantly recognized
in the Farmer guise (despite this guise not including the tokens with the most-raised on-
sets). Given these findings, and that both guises otherwise contained very similar fea-
tures, this suggests that guise content and, potentially, the ways in which features
cooccur might contribute to how listeners regarded the two guises and the features that
they claimed to recognize. We explore this possibility further below as we reflect on 
our results.

4. Discussion. The evaluation of the two guises, as evidenced through the ratings
task and the qualitative data, clearly demonstrates that they were regarded differently.
The real-time data and the comments discussed above also point toward differential
perception of the same accent features in the two guises. Possible explanations for these
results include: the interaction between guise content and the variants, the exact quality
of the variants, and the precise placement of the variants. 

We begin by considering guise content. Unsurprisingly, as already noted, the Farmer
guise resulted in comments related to farming and rural life (for example: ‘Sounds like
a farmer’; ‘ … his accent is one I would associate with a farmer’; ‘Works the land’).
Britain (2017:174) has noted that rural areas are typically stereotyped as ‘backward,
conservative, boring, dangerous, threatening, “uncultured” and uneducated’. While
there are many rural areas in England, the South West of the country is commonly
stereotyped in these terms. Figure 10 shows three examples of perceptual dialectology
‘draw-a-map’ tasks (Preston 1989) from fieldwork undertaken by Montgomery, which
show the link between the South West, rurality, and farming. 

We have seen the strong associations between the South West, rurality, and farming,
and the accurate allocation of the Farmer guise to the South West and to the Country-
side by 83.7% and 84.7% of listeners, respectively (see §3.1). Therefore, it is perhaps
unsurprising that the four most frequently recognized features in the Farmer guise—
vowels in the palm, price, and trap lexical sets and rhoticity—are strongly associated
with South Western varieties. Vowels in the palm lexical set demonstrate the typical
South Western pattern in the Scillonian data—that is, [a] rather than [ɑː] (Wells
1982:346); and, while the precise onset of price varies across this region, it has a ten-
dency to be centralized or retracted throughout (Wakelin 1986:27–28). Similarly, while
the raised quality of the trap vowel is like traditional RP, Piercy (2010:35–37) notes
that the lengthening of this vowel is less ambiguously South Western in character (re-
call that the Farmer guise included lengthened tokens of trap in the words back and
that). Finally, rhoticity is geographically restricted in England, occurring only in the
South West of the country (in the counties of Cornwall, Devon, Dorset, Somerset, Bris-
tol, Gloucestershire, and Wiltshire) and in some areas of Lancashire and Yorkshire in
the North of the country (Trudgill 1999). Despite its existence in some northern coun-
ties, Montgomery (2007:250) has shown that nonlinguists particularly associate this
feature with the South West, and especially with the farming industry linked historically
to these regions.

The exact quality of at least two of these features may also have contributed to their
recognition in the Farmer guise. We have already mentioned that the Farmer guise con-
tained lengthened tokens of trap, whereas the Islander guise did not. However, while
both guises contained ‘South Western’ palm vowels, the carrier word in the Farmer
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guise was a rhotic content word, father, which occurred twice (first at 21 seconds and
again at 39 seconds). This is in contrast to the Islander guise, where the palm vowel oc-
curred once at 36.5 seconds in the nonrhotic function word can’t. Occurrence in a con-
tent word and alongside another strongly South Western feature is likely to have
affected the way in which palm was perceived in the Farmer guise, compared to the Is-
lander guise.

Turning now to the Islander guise, the four most frequently recognized features in
this guise were the vowels in the bath, mouth, and choice lexical sets and rhoticity.
With the exception of rhoticity, these features are either specific to Scillonian English,
or at least less markedly ‘South Western’. For instance, Wakelin (1986:28) reports that,
with regard to choice, ‘[t]he traditional SW form seems to be /ʌɪ/ but /aɪ/-forms also
occur here’—suggesting that a raised onset in choice is more specific to Scillonian En-
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20 The phrase ‘Oo ar, oo ar’ marked on one of the maps represents an example of a stereotypical ‘feature’
of the variety associated with the South West of England; see numerous definitions (spelled slightly differ-
ently) in the Urban Dictionary (http://www.urbandictionary.com/define.php?term=Ooh+arr).  

Figure 10. Examples of draw-a-map task data from previous fieldwork (see Montgomery 2011, 2012).20



glish (or at least is not recorded as a generally South Western feature). Given how little
known Scillonian English is (recall that it was accurately identified by only 8% of lis-
teners in the Farmer guise and 29.4% of listeners in the Islander guise), this form might
be notable because it is unusual (cf. Preston 2010, Rácz 2013), but it is unlikely that it
carries much social meaning to anyone unfamiliar with this variety. With regard to
mouth, there is variability in the pronunciation of this form in the South West, with the
onset variably centralized, lowered, or fronted, and with centralized forms shared with
the South East, according to Wakelin (1986:28). Again, this might make Scilly’s raised
and centralized onset notable (cf. Preston 2010, Rácz 2013), but less distinctively
meaningful in the context of South Western English. This is supported by the following
listener’s comment about the Islander guise: ‘I thought he sounded really west country
but then there were bizarre vowels every so often that skewed my perception of him’.
Finally, while a fronted bath vowel can be socially stigmatized relative to RP, it is cer-
tainly not restricted to the South West. In fact, it is often more commonly associated
with the north of England. This is seen very clearly in the following comment from a
listener: ‘ “class” sounds like a northern “a” but he sounds like a southerner otherwise’. 

Given that fewer than half of the listeners (48.6%) identified the speaker of the Is-
lander guise as being from the South West, and even fewer identified him as being from
the countryside (26.5%), it is perhaps unsurprising that listeners less readily recognized
features simultaneously associated with the South West and rural life.

The potential flaw in this argument is the finding that rhoticity is more frequently no-
ticed in the Islander guise than the Farmer guise. Given its strong association with South
West English, we might expect rhoticity to be noticed more in the Farmer guise. How-
ever, it may be important to consider not just the associations that variables have but also
their ideological loading, and the relationship between ideology and expectation. In con-
trast to US English, rhoticity is a shibboleth in English English. While the other features
of South West English we have identified (those associated with the palm, price, and
trap lexical sets) are strongly associated with the region, to our knowledge, none carry
the same iconic status as rhoticity (see, for instance, Maguire et al. 2010:97, which
stresses the importance of rhoticity in defining the relationships between varieties of En-
glish). Consequently, an unexpected occurrence of a fronted palm vowel, or a raised
onset in price, may be reasonably easy to overlook (or even filter out), but an unexpected
occurrence of rhoticity is striking. Some support for this hypothesis is found in the com-
ments made by listeners who encountered rhoticity when listening to the Islander guise
(for example: ‘Most “r’s pronounced strongly’; ‘Rolling the r’s’; ‘At first thought he had
an RP accent and then picked up on his pronunciation of his r’s’).

Table 6 shows where the rhotic forms occur in each guise. Note that rhoticity was a
highly frequent feature in both guises, occurring fourteen times in the Farmer guise and
seven times in the Islander guise. As with all of our features, rhoticity remained salient
throughout both of the guises, with listeners clicking in recognition of it until the end of
both of the samples. That is to say, listeners did not simply ‘turn off’ after an early in-
stance of a prominent feature, but continued to attend to it as the sample progressed.21
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important to note, however, that our data set and that used in Labov et al. 2011 are not directly comparable,
given that we measure only reaction and not strength of reaction. In addition, our samples were shorter than
those used in Labov et al. 2011.



Nonetheless, notice that the first occurrence of rhoticity in the Islander guise receives
more clicks than any other instance of this form in either of the guises.22 Compare this
with the first (or even the second) instance of rhoticity in the Farmer guise, which re-
ceives far fewer clicks. Remember that our listeners completed the click task only on the
second hearing of the guises. As we noted earlier, this was a deliberative process which
ensured that listeners evaluated the stimuli and that this evaluation primed them for the
click task. Given the strong associations between rhoticity and farming, and the strong
tendency to associate the Farmer guise with the South West and the countryside, listen-
ers were primed to hear rhoticity in the Farmer guise, but not in the Islander guise. Given
the special status of rhoticity as a feature of English English, we raise the possibility that
its prominence is increased in the Islander guise. Podesva and colleagues (2015) found
that the social meanings that listeners assigned to released /t/ varied according to ex -
pectations of how US politicians ‘usually’ talked, suggesting a correlation between ex-
pectation and speaker evaluation. Our data support the role that expectation plays in
perception, but suggest that expectation can interact with ideology. If this is the case, it
would mean that listeners are able to filter out unexpected features (i.e. those not primed
by stereotypes associated with the speaker), but that there may be a threshold for the fil-
tering process, such that some features are simply too iconic to ignore. As we discuss in
the conclusion, this would require more empirical testing to verify. 

As we have noted, some of the effects in our data may have been the consequence of
the exact quality of the variants and the precise placement of the variants in the stimuli.
Others point to the importance of topic and discourse context and its ability to prime lis-
teners’ expectations. Consequently, it is important to reflect on the interaction between
topic and discourse context and the precise task that our listeners engaged with. In par-
ticular, the instruction during the click task to ‘listen out for anything in the way this
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22 It is important to note that one thing not accounted for in our study is the precise sequencing of multiple
variables. It is not clear how our proposal about the interactions between expectations and the filtering
process operates for variables that are less iconic than rhoticity. For instance, the precise ordering of a bath
vowel and a rhotic, or a price vowel and a mouth vowel, may cause a particular effect in a particular guise.
As we discuss in the conclusion, the deliberative process of the tasks (having listeners hear the sample in full
once before identifying features in the second listening) may have reduced any effects caused by features oc-
curring in different sequences in the two guises. Nonetheless, some sequencing effects may have occurred,
and this remains an avenue for future research.

farmer guise islander guise
word timestamp clicks word timestamp clicks
started 7.459 11 year 10.404 50
there 8.851 33 sports 24.634 13
World 9.714 12 there 28.956 33
War 10.216 14 were 29.689 4
father 21.450 24 there 33.854 47
sorts 23.506 14 there 35.881 41
farmhouse 26.368 23 weather 46.298 5
there 26.698 9
carbide 27.626 38
carbide 30.269 16
where 31.024 4
remember 34.383 18
first 44.215 13
or 46.031 10

Table 6. Clicks for rhoticity throughout each guise.



person sounds which makes you wonder where he is from (or confirms where you al-
ready think he is from)’ likely resulted in attention to features activated by a stereotype
associated with place (and its interaction with topic) in one guise. In the other, it seems
to have resulted in attention to surprising features in the absence of any stereotypical as-
sociations. Therefore, features associated with the South West (the vowels in palm,
price, and trap) were significantly more recognized by listeners in the Farmer guise,
and those vowels that did not index a recognizable stereotype (the vowels in bath,
choice, and mouth) were more recognized in the Islander guise. Rhoticity, with its
iconic status, was well-noticed in both guises, but had a higher ‘surprisal value’ (Rácz
2013:51) to listeners who were not expecting it due to a lack of stereotype priming in
the content of the Islander guise.

Our finding that listener expectations can be conditioned by the topic of talk, and that
these expectations are strong enough to determine what listeners recognize in the lin-
guistic signal, is a new empirical example of a previously attested phenomenon (e.g.
Hay et al. 2006, Preston 2010, 2011, Levon 2011, Rácz 2013). However, our research
demonstrates that it is possible to obtain these results without manipulating individual
linguistic features or abstracting them from the wider discourse frame in which they
occur. More notably, our research has shown the importance of analyzing the percep-
tion of multiple features in the speech signal in real time. It would have been possible to
isolate each of the variables in Table 1 and test them by varying their occurrence in a
controlled sample, but—in addition to being more laborious—this would not have ex-
posed the ways in which variants and message content cohere in relation to a given
stereotype. As we have shown, rhoticity is an iconic feature in English English which is
especially ideologically loaded and linked to a stereotype of ‘South West farmer’.
Nonetheless, our data have shown that the occurrence of rhoticity alone does not in-
evitably result in the percept ‘South West farmer’—as evidenced from the fact that this
feature not only occurs, but is also recognized, in a guise (that of the ‘Islander’) where
the percept ‘South West Farmer’ is not generally cued. This suggests that rhoticity
means ‘farmer’ when it occurs in talk that can be associated with farming, and when
the variants co-present in the speech signal do not contradict that evaluation. If this is
the case, then it suggests that perception studies that attend to both of these factors—
co-present variants and the potential of message content to trigger stereotypes—will
better account for the socially situated nature of language perception. Of course, we
would not claim that it is not possible to deduce something about the social meaning of
a variant from experimental abstraction, but precisely what that ‘something’ is is an
open question, given that listeners in the real world never hear variants in the abstract.
If we believe in the ‘indexical mutability’ of features (as proposed by Eckert 2012:94),
then our research needs to do more than reaffirm meaning potentials in the abstract. Ab-
straction might suggest that a feature has meaning potential, but, as our study has
shown, whether that meaning potential is realized depends upon the larger discourse
frame in which the feature occurs.

5. Conclusion. Over the course of this article we have demonstrated that we are
able to capture listeners’ real-time reactions to known features (in the calibration test
sample), as well as their reactions to features of naturally occurring speech in two Scil-
lonian guises. Listeners demonstrated remarkably ordered responses to the examples of
(th)-fronting in the test sample, and similar click reaction times over the course of the
Farmer and Islander guises in the test proper suggested that there was a good amount of
agreement over the groups of features noticed in each guise. The review mechanism of
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the online tool allowed us to examine the reasons for clicks, and this provided further
evidence to support our claim that we had accurately identified what listeners were re-
sponding to. Consequently, building on the work of others (Labov et al. 2011, Watson &
Clark 2013, 2015), we argue that our tool offers a new technique to investigate salience,
in addition to being of benefit to all kinds of research on speaker reactions, including
work concerned with grammaticality judgments. The discrete nature of mouse clicks, as
opposed to slider movements, means that the data presented here were less difficult to
interpret than that obtained in other studies.23 Of course, some parts of our analysis are
partial; our click data showed where features were noticed by listeners, and conse-
quently, in the review task, listeners can only have commented on features of which
they were consciously aware (cf. Squires 2016). Nonetheless, we contend that this
method affords the possibility of further exploring the social meaning of salient features
(especially when listeners are presented with naturally occurring speech) due to the
ability to link a definite event (a mouse click) to a feature’s occurrence in time, and to
use listeners’ review comments to support the links between clicks and features.

In this way, being able to review the click data added a further analytical layer to our
research. It demonstrated that, in the majority of cases, listeners were able to state why
they had clicked where they did. There are, of course, some limitations to this approach.
For instance, the review window may not have been long enough to capture the specific
item that caused a listener to click, or listeners may have been disproportionately dis-
tracted by cooccurring features when presented with multiple features in the review
window. Furthermore, we proposed that the early (and unexpected) occurrence of
rhoticity in the Islander guise may have resulted in increased noticing of the first in-
stance of this form in this guise. More testing, using manipulated samples, would en-
able us to test this hypothesis. Furthermore, we do not explore how the sequencing of
variables that are less iconic than rhoticity affects expectations and subsequent filtering
processes. While the deliberative process of the tasks (having listeners hear the sample
in full once before identifying features in the second listening) may have reduced any
effects caused by other features occurring in different sequences in the two guises, some
sequencing effects may have occurred. The implications of general sequencing effects
on expectation and filtering processes requires further empirical research. Although the
limitations noted above are not insignificant, the coherent way that listeners were able
to account for the vast majority of their clicks for the duration of both of the samples
supports the utility of this approach when attempting to understand listeners’ reactions.
Consequently, the methodological approach described in this article provides a medium
through which the limitations we have noted could be addressed in subsequent work
using different kinds of data.

While we noted earlier that, in our study, both message content and co-present vari-
ants do evaluative and perceptual work, it is clear that the guises themselves, with their
very different topics, appear to be primarily responsible for the regard in which they are
held and the features that are recognized by listeners. As noted above, stereotypes and
the expectations they activate appear to play a significant role (cf. Preston 2010, Rácz
2013). For the Farmer guise, features closely associated with traditional, rural, South
Western varieties were recognized more readily, and ratings data showed the typical
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pattern associated with a low-status speaker. By contrast, the Islander guise activated
nonstandard features that were less readily stereotyped. Consequently, this guise was
rated more in line with a higher-status speaker. This was despite the presence of rhotic-
ity, which was noticed significantly more in the Islander guise due to its unexpected na-
ture. The complex way in which topic, regard, and feature recognition interact supports
Clopper and Pisoni’s (2004a:44) assertion that ‘the process of speech perception in-
volves not only the segmentation of the speech signal into meaningful linguistic units
(e.g., words, sentences) and the recovery of the structure of the sound patterns, but also
the processing and encoding of indexical information about the talker’. These results
are, of course, entirely in line with the findings of Campbell-Kibler 2009, 2010, Pharao
et al. 2014, and Podesva et al. 2015, although we note that these studies preselect lin-
guistic features for analysis. Our study suggests that linguistic features work synergisti-
cally in the perceptual process. Consequently, it is possible that the preselection of
features may serve to reify the importance of some variables over others, ultimately un-
derestimating the extent to which co-present variants contribute to situated meaning. 

The importance of situated meaning to studies of perception has been stressed in the
work of Campbell-Kibler (2016:128), who notes that the complexity of speaker/hear-
ers’ social abilities and responsibilities are far more complex than many models can
currently account for. As we noted earlier, exemplar-based approaches are often cited as
providing an elegant account of the way that social information is indexed to individual
linguistic exemplars. However, their ability to capture a range of situated meanings may
be limited. For example, our work suggests the need to model the effects of co-present
variants on a given exemplar, not just the social indices of the specific exemplar itself.

The different responses to the Farmer and the Islander guises also adds to our under-
standing of the effects of enregisterment on the social meanings associated with lin-
guistic features. The noticing of traditional South Western dialect features in the Farmer
guise suggests that these features are enregistered, such that they are ‘differentiable
from the rest of the language (i.e., recognizable as distinct, linked to typifiable social
personae or practices)’ (Agha 2004:37), the ‘typifiable persona’ here being that of the
stereotypical ‘Farmer’, as triggered by the content and topic of the extract used for this
guise. The less extreme evaluation of the Islander guise suggests that—despite the pres-
ence of the same features—the activation of this register is blocked by the absence of
‘typifiable’ content of the talk itself. Once again, this exposes the fluidity of the social
meaning of linguistic features and provides further support for our argument that our
perception experiments need to be sensitive to contexts that trigger ‘metapragmatic typ-
ification’ (Agha 2004:29). 

Ultimately, this discussion points to the importance of context in the study of the so-
cial perception of language. While it was already known that message content and set-
ting can affect how speakers respond to speech samples (Ray et al. 1991, Cargile 1997),
much of the research on sociolinguistic perceptions claims to control for context in an
attempt to isolate responses to individual linguistic features. We would contend that it is
not possible to escape context (even experiments that use single-word stimuli may ex-
hibit effects of co-present phonetic or morphological items). Consequently, it will be es-
sential to more fully reflect on the impact of context if we are to develop a more
advanced understanding of the link between language, social meaning, and cognition.
This is no straightforward task, given the difficulties in identifying precise effects in
complex data. Nonetheless, we hope to have demonstrated in this article one way in
which this may be possible.
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Appendix: Summary of the repeated-measures logistic regression

656 LANGUAGE, VOLUME 94, NUMBER 3 (2018)

Data: palm

AIC BIC logLik deviance df.resid
317.4 328.7 −155.7 311.4 318

random effects
groups name variance SD

ID (intercept) 1.435 1.198
Number of observations: 321; Groups: ID, 106

fixed effects estimate SE z-value Pr(>|z|)
(intercept) −1.1017 0.2422 −4.548 5.41e-06 ***
as.factor(Speaker)I −1.9879 0.4472 −4.445 8.80e-06 ***

Data: price

AIC BIC logLik deviance df.resid
1008.1 1023.8 −501.1 1002.1 1388

random effects
groups name variance SD

ID (intercept) 0.8539 0.9241
Number of observations: 1,391; Groups: ID, 106

fixed effects estimate SE z-value Pr(>|z|)
(intercept) −1.7765 0.1559 −11.394 < 2e-16 ***
as.factor(Speaker)I −0.9451 0.1754 −5.388 7.14e-08 ***

Data: trap

AIC BIC logLik deviance df.resid
377.7 391.1 −185.8 371.7 639

random effects
groups name variance SD

ID (intercept) 0.6245 0.7903
Number of observations: 642; Groups: ID, 106

fixed effects estimate SE z-value Pr(>|z|)
(intercept) −2.0534 0.2176 −9.438 < 2e-16 ***
as.factor(Speaker)I −2.4896 0.6034 −4.126 3.69e-05 ***

Data: bath

AIC BIC logLik deviance df.resid
387.9 400.1 −191.0 381.9 425

random effects
groups name variance SD

ID (intercept) 0.6783 0.8236
Number of observations: 428; Groups: ID, 106

fixed effects estimate SE z-value Pr(>|z|)
(intercept) −2.6614 0.3093 −8.603 < 2e-16 ***
as.factor(Speaker)I 1.7006 0.3103 5.481 4.23e-08 ***

Data: mouth

AIC BIC logLik deviance df.resid
658.3 673.0 −326.2 652.3 960

random effects
groups name variance SD

ID (intercept) 1.962 1.401
Number of observations: 963; Groups: ID, 106

fixed effects estimate SE z-value Pr(>|z|)
(intercept) −3.4628 0.3103 −11.161 < 2e-16 ***
as.factor(Speaker)I 1.3773 0.2507 5.494 3.93e-08 ***
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